third canadian edition

psychologicalscience

michael gazzaniga / todd heatherton / diane halpern / steven heine



A UNIQUE FOCUS
ON VISUAL LEARNING

Throughout this edition, new figures bring abstract concepts to life for students. The
third edition supports visual learners with clear, attractive graphics that stimulate
students’ thinking skills and drive home their understanding of key concepts.

FIGURE 6.24 Scientific Method: Bandura’s Bobo Doll Studies

Hypothesis: Children can acquire behaviours through observation.

Research Method:

€D Two groups of preschool children were shown a film of an adult playing with a large
inflatable doll called Bobo.

@ One group saw the adult play quietly with the doll (activity not shown below).

E) The other group saw the adult attack the doll (activity shown in top row below).

Result: When children were allowed to play with the doll later, those who had seen the
aggressive display were more than twice as likely to act aggressively toward the doll.

Conclusion: Exposing children to violence may encourage them to act aggressively.

Scientific Method illustrations care-
fully and consistently lead students
through the steps of some of the
most interesting experiments and

studies.

Try for Yourself figures allow
students to be their own research
subjects and to experience the
methods of psychological science.

FIGURE 5.28 Try for Yourself:
Simultaneous Contrast

Look at the colours of the central squares
in each pair. Do they look the same or
different?

Result: The central squares in each pair are
identical, but they look different because

of the different background colours. For
example, most people see the grey square
that is surrounded with red as lighter than
the grey square surrounded with green.

If you doubt that the central squares are
identical, cover the surrounding portions of
each square.




How We ... figures take students step by step
through complex processes such as how we

hear and how we see.
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When we, Mike and Todd, began the First Edition of this book, more than a decade
ago, our primary motivation was to write a textbook that presented ongoing rev-
olutionary changes in the field. Thus we focused on cutting-edge psychological
and brain sciences. Instead of an encyclopedic and homogenized textbook that duti-
tully covered worn themes and tired topics, we tried to create a readable book that
captured the excitement of contemporary research and yet was respectful to the
rich tradition of scientific scholarship accumulated by the field. We sought and
received excellent advice from countless colleagues across the globe about what
was most important to them in introductory psychology courses and what they
believed was of greatest value to students.

The Canadian Edition is an embodiment of this endeavour and a labour of love
for two Canadian authors (Todd and Steven). We sought to do much more than
simply add a few references to Canadian research and pop culture. In talking with
instructors we found that many were skeptical about editions that replace American
nationalism with Canadian nationalism. After all, the rich history of psychological
science reflects contributions from scholars around the globe, such as Wundt’s orig-
inal work in Germany. Should students not learn about the best psychological sci-
ence, no matter where it originates? Our goal with the Third Canadian Edition is
to present a global perspective on contemporary psychological science. The new
edition fully represents the rich and exciting research being done in Canada, but
each chapter also includes at least one new research example from outside North
America. We also tailored the presentation for Canadian students by providing
specifically Canadian examples, cultural references, current events, and demograph-
ics, all of which help show how psychology applies to everyday life. For instance,
many of the On Ethics features deal with current events and ethical issues ongo-
ing in Canada. In one feature, we discuss the case of Samuel Golubchuk, from
Manitoba, and physicians’ need to decide when to end medical care for those who
are in coma. In another feature, we consider the use of cochlear implants in deaf
Canadian children.

It was great fun to be working on the Canadian Edition while the Winter
Olympics were being held in Vancouver. Steve Heine works at the University of
British Columbia and had front row seats for the excitement that takes place in a
host city. Across the continent and a little south, Todd, who spent much of his child-
hood in the suburbs of Vancouver, watched with great pride and joy (and a lot of
nostalgia) as Canadian athletes put in such spectacular performances and brought
home gold (hooray for Sidney Crosby!). Naturally, many of our examples were
inspired by the recent Olympics events, and at least for this edition we hope that
readers and instructors will allow us to indulge our national pride a bit. We are
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Preface

grateful to Mike and Diane and our publishing team at W. W. Norton for encour-
aging us to do so, even in the face of more typical Canadian modesty. Throughout
the edition, we sought examples that were truly Canadian in spirit and meaning-
ful to the students reading the book, since the ultimate goal of using any exam-
ples is to reinforce the material in a way that makes it more familiar and easier to
learn.

Guiding Principles for the Third Edition

A Global Perspective on Psychological Science

From the earliest days of psychology’s history, Canadian psychological scientists have
made numerous important contributions to the field. Readers of this book will
discover that much of the most foundational research in psychology took place in
Canada. The milestones discussed here include groundbreaking research on mem-
ory done at the University of Toronto, incredible achievements in understanding
functional neuroanatomy from McGill University, and exhaustive research on psy-
chopathy done at the University of British Columbia.Today, a tremendous amount
of exciting research is taking place at Canadian universities, and each chapter also
presents many examples of that work.

It is unfortunate that so many psychology textbooks focus almost completely on
research from North America. Our goal was to present the best psychological research
regardless of country, and so each chapter includes new important research from many
corners of the globe. For example, we discuss the fascinating work coming out of
Belgium and England that demonstrates researchers’ ability to communicate with peo-
ple who are in coma by examining patterns of brain activity as the apparently uncon-
scious patients are asked questions. We describe research from Australia that provides
an elegant description of how working memory is updated to take into account new
information. We include a superb experiment from Sweden that provides a novel way
to test the theory that dopamine depletion in the frontal lobes may be the reason that
working memory tends to decline with age.

A Focus on Culture Throughout

Steve Heine joined our author team to help seamlessly integrate a significant amount
of research and historical material from Canadian psychologists across the discipline
as well as real world examples from cultures around the world. Steve brought spe-
cial magic to the book through revising many of the chapters, integrating cultural
examples and research throughout, and creating a chapter about cultural psychology.
As far as we know, this is the first chapter fully dedicated to cultural psychology to
appear in a mainstream introductory psychology textbook. It serves two important
purposes in this book. First, it serves as a capstone, reinforcing the authors’ belief
that a levels-of-analysis approach is the best way to understand human behaviour.
Second, by elevating cultural psychology to a chapter-level subject, it reinforces our
goal of presenting students with the most cutting-edge material from this dynamic,
research-driven field. Each of the other chapters in the book introduces students to
different cultural perspectives so that the students keep their horizons as broad as
possible.

A Relevant Presentation for Canadian Students

This book was written first and foremost for Canadian students. Having attended uni-
versity in Canada, Steve and Todd know first-hand that textbooks that focus exces-
sively on American examples are distracting, disorienting, and occasionally annoying.
Therefore, whenever possible we focus on Canadian culture, heritage, and current



events to draw students in and connect psychology to their own lives. We wanted
more CBC and CTV than ABC and NBC; more MuchMusic than VH1; more
Hockey Night in Canada than Monday Night Football. Our chapter opening
vignettes focus primarily on Canadian events, such as the Chapter 1 vignette on
Robert Dziekariski, the Polish man who was tragically killed at the Vancouver air-
port by RCMP officers. We made sure to have the latest numbers from Statistics
Canada and Health Canada on daily life, such as recent findings that Canadian women
sleep about 11 minutes longer on average than Canadian men, that 3.3 million
Canadians experience problems with insomnia, and that more people use marijuana
in British Columbia than in Prince Edward Island. Our book is Canadian to the core
and consistent with Canadian values, such as the importance of multiculturalism and
social justice.

Our Science of Learning System

Opver the past few decades, by conducting empirical studies, researchers have discov-
ered the best practices for learning. Researchers have studied the way people think,
learn, and remember, yet this knowledge is not often applied to student learning. We
are thrilled to have Diane Halpern join us as a co-author on the third edition. Diane
is a past president of the American Psychological Association; a leader in the study of
the science of learning; the author of many critically acclaimed articles and books on
cognition, culture, and gender; an organizer of many important committees for exam-
ining learning objectives and training students in psychology; and the acknowledged
guru of critical thinking. Diane’s expertise in these areas brought many new;, science-
based learning features, such as an enhanced ask-and-answer approach and Critical
Thinking Skills modules that show students how to put critical thinking into action.
Using scientific evidence about the cognitive, individual, and environmental factors
that influence learning, the Third Edition brings this science into the classroom.
Learning Objectives focus students on the central questions they should be able to
answer after reading the chapter. The Learning Objectives are explicitly tied to the
corresponding Summing Up/Measuring Up features at the end of each main sec-
tion, which give students take-home messages as well as questions with which they
can test their understanding. Practice Tests at the end of the chapters help students
consolidate their knowledge. Thus we used knowledge from scientific research to
design the pedagogical elements of the book. That, after all, is the point of our book:
We learn how things work through careful scientific study.

The Visual Program

Active learning 1s not stimulated by text alone. The Third Edition supports visual learn-
ers with clear, attractive graphics that stimulate students’ thinking and drive home key
concepts. Because we value the scientific approach, we sought out one of the world’s
leading educational psychologists, Richard Mayer, whose research focuses on how
people can learn more effectively using visual materials. Indeed, for his pioneering
research in science education, Rich won the 2008 Distinguished Contribution of
Applications of Psychology to Education and Training Award from the American
Psychological Association. Fortunately, Rich was just down the hall from Mike’s new
office in Santa Barbara, so we met in Santa Barbara to seek Rich’s advice and coun-
sel. During this enormously productive meeting, Rich helped us conceptualize new
presentations of visual information in ways that will help students learn. Throughout
this edition, new figures bring abstract concepts to life for students. Try for Yourself
features encourage students to engage in demonstrations on their own, and Scientific
Method illustrations carefully and consistently lead students through the steps of some
of the most interesting experiments and studies. We are especially pleased with the
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new How We figures, in Chapter 5, which take students step by step through com-
plex processes such as how we hear and how we see. We also carefully considered each
piece of visual material in the book, making sure that captions were informative rather
than descriptive. We also eliminated many figures that were simply uninspired, replac-
ing them with art that is more meaningtful for students.

The Third Edition Comes to Life

After considerable time, thought, and effort, we are pleased to present our new edi-
tion. We believe that our book gives students a thorough and interesting overview of’
contemporary psychological research using the best practices from the science-of-
learning research. It develops psychological literacy by presenting the material in a
way that is directly related to their lives. The Third Edition also invites students to
consider the difficult new ethical dilemmas stemming from advances in psychologi-
cal research. Mikes book The Ethical Brain raised many fundamental questions
about how society needs to consider the implications of research in psychological
and brain sciences. For each chapter of Psychological Science, Mike wrote a feature
describing an ethical issue central to the theme of the chapter. Given the success of
The Ethical Brain, we expect that students will find these features engaging and
thought-provoking.

We feel that the revisions we have made to our textbook will have great appeal
for students and instructors. We conducted focus sessions and surveyed a large num-
ber of users and potential users to canvass their thoughts, and we took these into care-
ful consideration as we crafted this new edition. There have been major changes to
nearly every chapter; in particular, we have added more material related to gender,
culture, and international issues. At the same time, we stayed true to our primary goal:
creating an accessible book that focuses on contemporary research approaches with-
in psychological science. This is an exciting time to work in psychological science,
and we hope that our excitement is contagious to our students and readers. We are
energized and inspired by the many undergraduate and graduate students we have
the pleasure to interact with each day. This book is written for them, with our respect
for their intelligence and our admiration for their inquisitiveness.

Acknowledgements

We begin by acknowledging the unwavering support we have received from our
families. Writing a textbook is a time-consuming endeavour, and our family mem-
bers have been generous in allowing us the time to focus on writing. We are also
extremely grateful to the many colleagues who gave us constructive feedback and
advice. Some individuals deserve special recognition. We are especially grateful to
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ambiguous items can frustrate students and instructors alike. For the Third Edition,
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group of leading assessment researchers in July 2007 in La Jolla, California, to dis-
cuss best practices for test item construction and assessment. Valerie Shute and
Diego Zapata-Rivera then wrote guidelines for assessment that were useful for all
print and media support materials to ensure quality and consistency throughout.
Subsequently, the highly accomplished team of Mark Holder (University of British
Columbia, Okanagan), Wendy Domjan, Bernard Beins, Valeri Farmer-Dougan, and
Jessica Shryack did an amazing job of assembling the items. We cannot express the
depth of our appreciation for their efforts.

The Norton Team

In the modern publishing world, where large multinational corporations produce
most books, W. W. Norton stands out as a beacon to academics and authors. Its
employees own the company, and therefore every individual who worked on our
book has a vested personal interest in its success; it shows in the great enthusiasm
they bring to their work. Jon Durbin, a born motivational speaker, was our first
editor. Jon absorbed so much psychological knowledge and came to know so many
people in the field that at times it was easy to forget he was not a psychologist.
Unfortunately for psychology, Jon’s first love is history, and he decided to shift his
full-time attention to editing books in that field. However, he needs to be recog-
nized as the person responsible for bringing Steve Heine and Diane Halpern onto
the team. We missed Jon’s exuberant enthusiasm as we completed the Third Edition,
and we wish him well as he toils away with all those dreary historians.

We are indebted to Roby Harrington for his unwavering support of our book,
but we are especially grateful to him for hiring Sheri Snavely to head the psychol-
ogy list and to serve as our new editor. Sheri is a highly experienced science editor,
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and she brought many excellent ideas to the book, particularly in terms of recon-
sidering the entire art program. We are grateful for her dedication to the project
and for her unflagging commitment to its success. She has a way of bringing out
our best work, and her care and passion show throughout this Third Edition. Sheri
is one of a kind, and we are honored to have worked with her the past three years.
Senior developmental editor Kurt Wildermuth, who served as lead manuscript edi-
tor and project editor, is a wordsmith of the highest order and one of the most
organized people we have met. He possesses the rare talent to stay completely
focused, even when dealing with the potential vagaries of jury duty.

As senior production editor, Christopher Granville managed to keep us all on
track in meeting critical timelines and did so without complaining about the
authors’ erratic and never-ending travel schedules. Sarah England did an amazing
job creating the visual art program for the Third Edition. She worked with Rich
Mayer to develop new interactive figures that encourage student involvement, and
she created wonderful new illustrations throughout the book. Students will be for-
ever grateful to her for visual art that helps them understand some of the more
complex and technical aspects of psychological science. We are grateful to psychol-
ogy editorial assistant Mary Dudley, a McGill graduate, for working long hours to
make sure we had all the materials we needed right when we needed them. We
also thank Matthew Freeman for taking charge of the media and ancillaries to make
sure we have the strongest possible support package. Peter Lesser played an espe-
cially important role on the assessment initiative, and we appreciate the efforts he
made on our behalf.

Not only did Sarah England push us to excel with our visual program, but she
played an incredibly important role in bringing together the materials for this
Canadian Edition. She worked with us to ensure an international perspective and,
on a more mundane level, cracked the whip throughout to keep us on schedule.
Along with Sheri Snavely, Sarah worked with us nearly daily to make sure the
Canadian Edition lived up to its potential. We also thank Elyse Rieder and Trish
Marx for working with our Canadian photo researcher, Robyn Craig, to create a
meaningful and visually pleasing photo program.

Special thanks go to our Canadian marketing manager, Amber Chow, who has
racked up enough frequent flyer points traveling for our book that she could prob-
ably fly to the moon and back. A McGill graduate and former Norton traveler for
Eastern Canada and the Maritimes, Amber is a tremendous resource for putting
together wonderful materials and strategies to demonstrate key features of the book.
Indeed, the entire sales and marketing team at Norton—led by Director of Sales
Michael Wright, Director of Marketing Stephen Dunn, and Canadian Sales
Manager Kym Silvasy-Neale—has been supportive and inspiring. We would like
to thank the Norton Canadian travelers, Peter McCullough, Matthew Ronald,
Teagan Towhey, and Cody Baker, who have huge territories and travel tirelessly on
our behalf. We are especially grateful to them for taking the time to learn about
our book in order to introduce it to our fellow instructors. Finally, we acknowl-
edge Norton president Drake McFeely for inspiring a workforce that cares so
deeply about publishing and for having continuing faith in us.

Third Canadian Edition Production Team
Canadian Photo Researcher: Robyn Craig

Copyeditor: Dimitra Chronopoulos

Proofreader: Bob Byrne



Third Canadian Edition Advisors and Reviewers

Sunaina Assanand, University of British Columbia, Vancouver
Brett Beston, McMaster University

Karen Brebner, St. Francis Xavier University

Linda Hatt, University of British Columbia, Okanagan
Mark D. Holder, University of British Columbia, Okanagan
P. Lynne Honey, Grant MacEwan University

Steve Joordens, University of Toronto, Scarborough

Jason P. Leboe, University of Manitoba

Daniel J. Levitin, McGill University

Fergal O’Hagan, Tient University

Gene P. Ouellette, Mount Allison University

Marc Patry, Saint Mary’s University

Jordan Peterson, University of Toronto

Andrew Ryder, Concordia University

Heather Schellinck, Dalhousie University

Toni Schmader, University of British Columbia, Vancouver
Andra Smith, University of Ottawa

Jennifer Steeves, York University

John Stephens, Wilfrid Laurier University

Third Edition Reviewers

Mary J. Allen, California State University—Bakersfield
David H. Barlow, Boston University

Bernard C. Beins, Ithaca College

Lisa Best, University of New Brunswick

Elisabeth Leslie Cameron, Carthage College
Wendy Domjan, University of Texas at Austin
Michael Domyjan, University of Texas at Austin
Dana S. Dunn, Moravian College

Howard Eichenbaum, Boston University

Naomi Eisenberger, University of California—Los Angeles
Howard Friedman, University of California—Riverside
David C. Funder, University of California—Riverside
Preston E. Garraghty, Indiana University

Katherine Gibbs, University of California—Davis
Jamie Goldenberg, University of South Florida
Raymond Green, Texas A&M—Commerce

Erin E. Hardin, Téxas Tech University

Terence Hines, Pace University

Howard C. Hughes, Dartmouth College

Gabriel Kreiman, Harvard University

Benjamin Le, Haverford College

Gary W. Lewandowski Jr., Monmouth University

Preface




XVi

Preface

Margaret E Lynch, San Francisco State University

Debra Mashek, Harvey Mudd College

Tim Maxwell, Hendrix College

Douglas G. Mook, University of Virginia, Emeritus
Maria Minda Orina, University of Minnesota—"Tivin Cities Campus
Dominic J. Parrott, Georgia State University

David Payne, Wallace Community College

Catherine Reed, Claremont McKenna College

Caton Roberts, University of Wisconsin—Madison

Juan Salinas, University of Texas at Austin

John J. Skowronski, Northern Illinois University

Dawn L. Strongin, California State University—Stanislaus
Kristy L. vanMarle, University of Missouri—Columbia
Simine Vazire, Washington University in St. Louis
Athena Vouloumanos, New York University

Kenneth A. Weaver, Emporia State University

Jill A.Yamashita, Saint Xavier University



For Instructors

Instructor’s Resource Manual

by Deborah Matheson (Vancouver Island University), Sue Franz (Highline Community
College), Robin Morgan (Indiana University Southeast), and Patrick Dyer

(Kennesaw State University)

The Instructor’s Resource Manual has been comprehensively integrated with the
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Student Preface

How Psychology Can Help You Learn

In this increasingly fast-paced world, we are constantly bombarded with informa-
tion: News stories reach us in minutes from around the globe, new technologies
replace old ones, and groundbreaking scientific studies alter long-held beliefs about
the physical world. To succeed in university and in your career, you will need to
develop powertul learning strategies that produce durable and flexible learning—
learning that lasts well into the future and that you can transfer to new situations.
The following study skills, based on psychological research, will help you work more
productively, learn more efficiently, and apply what you have learned in a variety
of settings. (You will find more about learning in several chapters in this book, espe-
cially in Chapter 7, “Attention and Memory,” and Chapter 8, “Thinking and
Intelligence.”)

1. The Right Goals Lead to Success

Throughout your life, you will set countless short-term and long-term goals for
yourself: to get that enormous pile of laundry done, to run an eight-minute mile,
to have a family, to succeed in your career. It is important to choose goals that are
challenging yet attainable. If your goals are unrealistically high, you set yourself
up for failure and discouragement. If they are too low, you will not achieve your
greatest potential. Divide each goal into specific, achievable steps, or subgoals, and
reward yourself when you reach a milestone. Even a small achievement is worth
celebrating!

2. A Little Stress Management Goes a Long Way

Stress is a fact of life. A moderate amount of stress can improve your performance
by keeping you alert, challenged, and focused. However, too much stress has the
opposite effect and can diminish your productivity, interfere with your sleep, and
even take a toll on your health.When the pressure is on, seek healthy ways to man-
age your stress, such as exercising, writing in a journal, spending time with friends,
practicing yoga, or meditating.

3. Cramming Does Not Work

You have a busy life, and it is always tempting to postpone studying until the night
or two before an exam. But in all of your classes there is too much to learn to cram
your learning into a few days or late nights.You might be able to remember enough
information to get a passing grade on an exam the following day, but plenty of



research has shown that cramming does not produce learning that lasts. To make
learning stick, you need to space out your study sessions over the semester and build
in plenty of time for active reviews.

4. Learning Is Not a Spectator Sport

The more effort you put into your studying, the more benefit you will receive.
Merely rereading a chapter or your class notes is not as effective as actively trying
to remember what you have learned. Every time you learn something, you create
“memory traces” in your brain. By retrieving the information that was learned,
you strengthen the memory traces so that you will be more likely to recall the
memory in the future. In this book, to encourage active studying, every major sec-
tion heading is in the form of a question. When you go back to study each sec-
tion, begin by writing out an answer to the question in the heading without looking
at the book. Then check the accuracy and completeness of what you wrote.

5. Explaining Enhances Understanding and Memory

As you learn, focus on trying to explain and describe complicated topics in your
own words, as opposed to just memorizing terms and definitions. For example, sim-
ply using flashcards to learn about visual perception may help you memorize indi-
vidual parts of the eye and their functions, but doing so will not help you put the
pieces together to understand the incredible process of how we see and recognize
objects in the world. Memorizing isolated bits of information is also likely to result
in shallow learning that is easily forgotten. A deeper level of learning based on expla-
nation and description would give you a more holistic understanding and a greater
ability to generalize the information.

6. There Is More Than One Way to Learn

As you will read in Chapter 7, people process information in two channels—visual
and verbal. Another strategy for creating durable learning is to use both of these
information formats. Try to supplement the notes you take with visual and spatial
displays such as concept maps, graphs, flowcharts, and other types of diagrams.
Doing so not only makes you more likely to remember the information but also
helps you gain a better understanding of the big picture by emphasizing the con-
nections among important ideas.

A knowledge of psychology can be useful to you in many ways, even if you do
not pursue a career in the field. For this reason, we have tried to make all the mate-
rial in Psychological Science accessible and interesting for you as well as directly appli-
cable to your life. As you gain an integrated grounding in traditional and new
approaches within psychological science, we hope that this book spurs your curios-
ity about psychological phenomena.We hope that, by thinking critically about issues
and themes in psychological science and in aspects of your life, you will develop
a greater understanding of yourself and others.

Mike, Todd, Diane, and Steve
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Introduction

ON OCTOBER 13, 2007, Robert Dziekanski, a construction worker from Poland, arrived at
Vancouver International Airport to meet his mother, who had moved to BC before him. He
spoke no English, and after a long series of meetings with immigration officers, Dziekanski
finally emerged from the Customs Hall 10 hours later. Unable to find his mother, or commu-
nicate with anyone at the airport, Dziekanski was looking visibly agitated. He tried to prop
open a door to the public lounge with a chair and, in frustration, threw a computer and table
to the floor. When four RCMP officers arrived shortly afterwards, they found a defiant man
who could not be understood (FIGURE 1.1). When Dziekanski picked up a stapler the RCMP
moved in to subdue him, and they Tasered him five times. At this point, Dziekanski's heart
stopped, and when paramedics arrived 15 minutes later they were unable to revive him. He

What Are the Seven Themes of
Psychological Science?

= Psychology Is an Empirical Science

= Nature and Nurture Are Inextricably
Entwined

= The Brain and Mind Are Inseparable

= A New Biological Revolution Is Energizing
Research

= The Mind Is Adaptive

= Psychological Science Crosses Levels of
Analysis

= \We Often Are Unaware of the Multiple
Influences on How We Think, Feel, and Act

How Did the Scientific Foundations of

Psychology Develop?

= Experimental Psychology Begins with
Structuralism

= Functionalism Addresses the Purpose of
Behaviour

= Gestalt Psychology Emphasizes Patterns
and Context in Learning

= \Women Made Pioneering Contributions to
Psychology

= Freud Emphasized the Power of the
Unconscious

= Most Behaviour Can Be Modified by
Reward and Punishment

= Cognition Affects Behaviour
= Social Situations Shape Behaviour

= Psychological Therapy Is Based on
Science

How Can We Apply Psychological Science?

= Psychological Knowledge Is Used in Many
Professions

= People Are Intuitive Psychological
Scientists

= Psychological Science Requires Critical
Thinking
m Psychologists Adhere to a Code of Ethics

= Psychology Is Relevant to Every Person’s
Life
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FIGURE 1.1 Asking Why (a) Robert Dziekanski was highly agitated and combative at Vancouver International Airport
after spending several hours trying to communicate (unsuccessfully) with immigration officers. (b) Dziekanski died after
RCMP officers attempting to subdue him Tasered him repeatedly. Did prejudice play a role in his tragic death?
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Several important developments in study methods are deepening psy-
chological science’s understanding of the human mind and human behav-
iour. Methods now exist for observing the working brain in action. Various
techniques known collectively as brain imaging show which parts of the
brain are involved in particular behaviours or particular mental activi-
ties. For instance, the cognitive neuroscientist Elizabeth Phelps, at New
York University; the social psychologist Mahzarin Banaji, at Harvard; and
their colleagues used brain imaging to study racial attitudes. In one study,
they showed white university students pictures of unfamiliar black and
white faces while, using functional magnetic resonance imaging (fMRlI),
they scanned the students’ brains (Phelps et al., 2000). For some of the
research participants, the unfamiliar black faces activated a structure in
the brain called the amygdala, which is involved in detecting threat; this
activation indicates a negative emotional response (FIGURE 1.2). These
findings alone do not mean, however, that the (white) students who responded in
this way necessarily are afraid of unfamiliar black people. This response occurred
only in those participants whose scores on the Implicit Association Test (IAT) indi-
cated negative attitudes toward blacks. The |AT, taken on a computer, measures reac-
tion times (how quickly people respond) to assess indirectly whether people associate
positive and negative words with certain groups of people. In a second study, the
researchers showed a new group of white students pictures of famous black peo-
ple, such as Denzel Washington and Michael Jordan; this time, the amygdala was
not activated. This encouraging news suggests that increasing familiarity reduces
the fear response, and this reduction in turn might reduce the likelihood of preju-
dice and discrimination.

The research on prejudice is one example of how psychologists explain human
behaviours in real-life contexts. Most of us have a strong desire to figure out other
people, to understand their motives, thoughts, desires, intentions, moods, actions, and
so on. We want to know whether others are friends or foes, leaders or followers, likely
to spurn us or fall in love with us. Our social interactions require us to use our impres-
sions of others to categorize them and to make predictions about their intentions and
actions. We want to know why they remember some details and conveniently forget
others, or why they engage in self-destructive behaviours. Essentially, we constantly
try to figure out what makes other people tick. People who do this for a living are psy-
chological scientists.

Psychological science is the study of mind, brain, and behaviour. But what exactly
does each of these terms mean? Mind refers to mental activity. The perceptual expe-
riences a person has while interacting with the world (sight, smell, taste, hearing, and
touch) are examples of the mind in action—as are the person’s memories, the person’s
thoughts, and the person’s feelings. Mental activity results from biological processes—
the actions of nerve cells, or neurons, and their associated chemical reactions—within
the brain. Later, this chapter will discuss scholars’ long-standing debate about the
relationship between the brain and the mind. For now, note that the “mind is what
the brain does” (Kosslyn & Koenig, 1995, p. 4). In other words, the physical brain
enables the mind.

The term behaviour is used to describe a wide variety of actions, from the subtle
to the complex, that occur in all organisms. For many years, psychologists focused on
behaviour rather than on mental states, largely because they had few objective tech-
niques for assessing the mind. The advent of technology to observe the working brain
in action has allowed psychological scientists to study mental states such as conscious-
ness and has led to a fuller understanding of human behaviour.

Participant’s right

gAnterion
rﬁ'

Participant’s left
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FIGURE 1.2 Brain Imaging and Racial
Attitudes Phelps, Banaji, and their colleagues
showed white university students pictures of
unfamiliar black and white faces. When some of
the participants viewed unfamiliar black faces,
brain scans showed activation of the amygdala,
a brain region associated with threat detection,
and also of the anterior cingulate, which is
associated with emotional response.

Real World
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psychological science The study of mind,
brain, and behaviour.

Introduction = 5



LEARNING OBJECTIVE
List and explain the seven themes
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What Are the Seven Themes
of Psychological Science?

This book highlights seven themes. Some of these themes traditionally have defined
psychology, and all of them guide psychological scientists’ study of the mind, brain,
and behaviour.

. Psychology is an empirical science.

. Nature and nurture are inextricably entwined.

. The brain and mind are inseparable.

A new biological revolution is energizing research.

. The mind is adaptive.

. Psychological science crosses levels of analysis.

N o Ul AL

. We often are unaware of the multiple influences on how we think, feel,
and act.

Psychology Is an Empirical Science

Psychological scientists use the scientific method to understand how people think,
feel, and act. As discussed in Chapter 2, the scientific method is the use of objec-
tive, systematic procedures that lead to an accurate understanding of what is being
studied. It involves careful observations of the natural world to examine how things
work. Although most people are not scientists, most people consume scientific
research in some form, and to be savvy consumers of that research they must be
able to distinguish between “good science,” meaning well-conducted research, and
“bad science,” meaning flawed research. Understanding how science is conducted
makes it possible to tell which studies are credible—that is, use sound scientific
methods—and which ones are not. By understanding that psychology is an empir-
ical science, in other words, you begin to learn how psychologists work and how
you can become an intelligent consumer of research (FIGURE 1.3).

POLITICS: FIXING OUR SYSTEM | MUSIC: NAPSTER GOES LEGI

MAGLEAN'S

CANABS WETELY MOWIMMGAIINE | womachoant.c3 oy 19 20

CAN SCIENCE
GIVE YOU

FASHION
VOID
Don Giltmor

b33 camace

Wi s

FIGURE 1.3 Psychology in the News Most people consume scientific research without even being aware of
it, when it is presented in the latest intriguing news headline. Being a savvy consumer of scientific information
means separating “good science” from “bad science.”
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Nature and Nurture Are Inextricably Entwined

From the time of the ancient Greeks, people have debated whether the individ-
ual’s psychology is attributable more to nature or to nurture. That is, are psycholog-
ical characteristics biologically innate or acquired through education, experience,
and culture (the beliefs, values, rules, norms, and customs existing within a group
of people who share a common language and environment). This nature/nurture
debate has taken one form or another throughout psychology’s history, and psy-
chologists now widely recognize that both nature and nurture are important to
humans’ psychological development. Psychological scientists now study, for exam-
ple, the ways that nature and nurture influence each other in shaping the brain,
mind, and behaviour. Many researchers explore how thoughts, feelings, and behav-
iours are influenced by genes and by culture. In examples throughout this book,
nature and nurture are so enmeshed that they cannot be separated.

As an example of changing beliefs about the influences of nature and nur-
ture, consider two mental disorders that are discussed further in Chapter 14:
Schizophrenia causes a person to have unusual thoughts, such as believing he or
she 1s God, or experience unusual sensations, such as hearing voices. Bipolar dis-
order causes a person to have dramatic mood swings, from feeling extremely sad
(depressed) to feeling euphoric (manic). Before the 1950s, it was generally
believed that these two mental disorders, among others, resulted from bad par-
enting or other environmental circumstances—that is, the causes were believed
to be all nurture. But in the late 1950s and the 1960s, various drugs were dis-
covered that could alleviate the symptoms of these disorders; more-recent research
has shown that these conditions are heritable. Psychological scientists now believe
that many mental disorders result as much from the brain’s “wiring” (nature) as
from how people are reared and treated within particular cultures (nurture).
However, that schizophrenia and bipolar disorder are more likely in certain envi-
ronments suggests they can be affected by context. People’s experiences change
their brain structures, which in turn influence people’s experiences within their
environments. Rapid advancements in understanding the biological and environ-
mental bases of mental disorders are leading to eftective treatments that allow peo-
ple to live normal lives.

Take as another example post-traumatic stress disorder (PTSD), a mental disorder
generally believed to result from traumatic events that people experience, such
as during military duty or in accidents. Sufterers of PTSD have intrusive and
unwanted memories of their traumatic experiences. Although PTSD seems to arise
from specific situations, recent research indicates that some people inherit a genetic
predisposition to developing it—in this case, nurture activates nature (FIGURE 1.4).
The social environment also plays an important role in whether treatment for these
and other disorders is successful; for example, family members’ negative comments
tend to decrease a treatment’s effectiveness. Psychological science depends
on understanding human nature’s genetic basis and how environment shapes
any particular human’s nature.

The Brain and Mind Are Inseparable

Close your eyes and think about your thoughts for a second. Where do your
thoughts reside? If you are like most people, you have a subjective sense that
your mind is floating somewhere in or near your head—perhaps inside your
skull or a few inches above your forehead. Throughout history, the mind has
been viewed as residing in many organs of the body, including the liver and
the heart. What is the relationship between the mind’s (mental) activity and

culture The beliefs, values, rules, and
customs that exist within a group of people
who share a common language and
environment and that are transmitted through
learning from one generation to the next.

nature/nurture debate The arguments
concerning whether psychological
characteristics are biologically innate or
acquired through education, experience,
and culture.

FIGURE 1.4 Nurture and Nature
Post-traumatic stress disorder (PTSD) seems
to arise from traumatic events, but recent
research indicates that some people inherit a
genetic predisposition to developing it. Here,
Sean McTeague comforts his son Mike, who
was seriously wounded by a roadside bomb in
Afghanistan. Sean has founded a charity
called WoundedWarriors.ca that seeks to help
victims of PTSD.

What Are the Seven Themes of Psychological Science? 7



FIGURE 1.5 Da Vinci and the Brain This
drawing by Leonardo da Vinci dates from
around 1506. Using a wax cast to study the
brain, da Vinci found that the various sensory
images arrived in the middle region of the
brain, which he called the sensus communis.

mind/body problem A fundamental
psychological issue that considers whether
mind and body are separate and distinct or
whether the mind is simply the subjective
experience of the physical brain.

FIGURE 1.6 René Descartes According to
Descartes’ theory of dualism, the mind and
the body are separate yet intertwined. As
discussed throughout this book, psychological
scientists now reject that separation.
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the body’s (physical) workings? The mind/body problem is perhaps the quintessen-
tial psychological issue: Are the mind and body separate and distinct, or is the mind
simply the physical brain’s subjective experience?

Through most of history, scholars believed the mind is separate from and in
control of the body. They held this belief partly because of the strong theological
belief that a divine and immortal soul separates humans from nonhuman animals.
Around 1500, the artist Leonardo da Vinci challenged this doctrine when he
dissected human bodies to make his anatomical drawings more accurate. (These
experiments also offended the Church because they violated the human body’s pre-
sumed sanctity.) DaVinci’s dissections led him to many conclusions about the brain’s
workings, such as that all sensory messages (vision, touch, smell, etc.) arrived at one
location in the brain. He called that region the sensus communis, and he believed it
to be the home of thought and judgment; its name may be the root of the mod-
ern term common sense (Blakemore, 1983). DaVinci’s specific conclusions about brain
functions were not accurate, but his work represents an early and important attempt
to link the brain’s anatomy to psychological functions (FIGURE 1.5).

In the 1600s, the philosopher René Descartes promoted the first influential
theory of dualism, the idea that mind and body are separate yet intertwined
(FIGURE 1.6). The way Descartes connected mind and body was at the time quite
radical. The body, he argued, was nothing more than an organic machine, gov-
erned by “reflex.” For Descartes, many mental functions, such as memory and
imagination, resulted from bodily functions. Linking some mental states with the
body was a fundamental departure from earlier views of dualism, in which all
mental states were separate from bodily functions. In keeping with prevailing
religious beliefs, however, Descartes concluded that the rational mind, which
controlled volitional action, was divine and separate from the body. Thus his view
of dualism maintained the distinction between mind and body, but he assigned
to the body many of the mental functions previously considered the mind’s
sovereign domain. As noted above, psychological scientists largely reject dualistic



thinking, believing instead that the mind is what the brain does. (The link
between brain activity and conscious experience is considered more fully in
Chapter 4, “The Mind and Consciousness.”)

A New Biological Revolution Is Energizing Research

A new and profoundly significant biological revolution is in progress, involving a
deeper and somewhat difterent understanding of the human mind and human behav-
iour as compared to views held only a few decades ago. Since the time of the ancient
Greek philosopher Aristotle, scholars have asked questions about basic psychological
phenomena. But they lacked the methods to examine scientifically many of these
fundamental questions, such as What is consciousness? Where does emotion come from? How
does emotion affect cognitive processes? How are memories stored in the brain? These early
thinkers were left with philosophical speculation. This situation began to change
around the beginning of the twentieth century, and the last 20 years or so have seen
tremendous growth in the understanding of mental activities” biological bases. This
interest in biology permeates all areas of psychological science: locating the neural,
or brain, correlates of how we identify people; discovering the neurochemical prob-
lems that produce particular psychological disorders; and so on. As discussed below,
three developments in particular have set the stage for the biological revolution and
are contributing to the understanding of psychological phenomena.

BRAIN CHEMISTRY The first major development in the biological revolution is
a growing understanding of brain chemistry. The brain works through the actions
of neurotransmitters, chemicals that communicate messages between nerve cells
(FIGURE 1.7). Over the last 30 years, psychological scientists have made tremendous
progress in identifying these chemicals and their functions. Although it was long
believed that only a handful of neurotransmitters were involved in brain functions,
in fact hundreds of substances play critical roles in mental activity and behaviour.
For instance, people have better memories for events that happen when they are
aroused than when they are calm, because chemicals involved in responding to the
world influence the neural mechanisms involved in memory. Their understanding
of the brain’s chemical processes has provided researchers with many insights into
both mental activity and behaviour, and it has enabled them to develop treatments
for various psychological disorders.

THE HUMAN GENOME The second major development in the biological revolu-
tion is the enormous progress in understanding genetic processes’ influence on
life. Scientists have mapped the human genome—the basic genetic code, or blueprint,
for the human body—and they have developed various techniques for discover-
ing the links between genes and behaviour. For instance, to study particular genes’
effects on memory, researchers bred mice that lacked a specific gene (and showed
impaired memory—thus the gene is related to memory) and ones that included
an additional specific gene (and showed improved memory—more evidence). By
identifying the genes involved in memory, researchers soon may be able to devel-
op therapies, based on genetic manipulation, that will assist people who have
memory problems, including people with Alzheimer’s disease.

Of course, the idea that a single gene causes a specific behaviour is overly sim-
plistic. No one gene is solely responsible for memory, racist attitudes, and so on.
Almost all psychological and biological activity is affected by multiple genes’ actions.
Nonetheless, as discussed in Chapter 3, many physical and mental characteristics are
inherited to some degree. Scientists are beginning to understand how situational

FIGURE 1.7 Human Nerve Cell Nerve
cells, or neurons, like this one are the basic
units of the human nervous system. The
growing understanding of their chemistry has
led to better explanations of mental activity
and of behaviour.
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evolutionary theory In psychological
science, a theory that emphasizes the inherited,
adaptive value of behaviour and mental activity
throughout the history of a species.

adaptations In evolutionary theory, the
physical characteristics, skills, or abilities that
increase the chances of reproduction or
survival and are therefore likely to be passed
along to future generations.

natural selection Darwin’s theory that those
who inherit characteristics that help them
adapt to their particular environments have a
selective advantage over those who do not.

FIGURE 1.8 Charles Darwin Introduced in
On the Origin of Species, Darwin's theory of
evolution has had a huge impact on how
psychologists think about the mind. This
portrait reportedly was Darwin’s favourite
picture of himself.
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contexts, such as the presence or absence of particular people, influence how genes
are expressed and therefore how they aftect behaviour. Mapping the human genome
has given scientists the foundational knowledge for studying how specific genes
affect thoughts, actions, feelings, and disorders. Although many possible corrections
for genetic defects are decades away, the scientific study of genetic influences is pro-
viding fresh insights into mental activity.

WATCHING THE WORKING BRAIN The development of methods for assessing the
brain in action has provided the third major force fueling the biological revolution in
psychology. The way the brain influences behaviour has been studied with increasing
effectiveness for more than a century, but only since the late 1980s have researchers
been able to study the working brain as it performs its vital psychological functions.
Using the methods of neuroscience, psychological scientists can now address some of
the most central questions of human experience, such as how different brain regions
interact to produce perceptual experience, how various types of memory are similar
or different, and how conscious experience involves changes in brain activity.

Knowing where in the brain something happens does not by itself reveal much,
but the finding that consistent patterns of brain activation are associated with specific
mental tasks suggests the two are connected. For over a century, scientists had dis-
agreed about whether psychological processes are located in specific parts of the brain
or distributed throughout the brain. We now know that there is some localization of
function (some areas are important for specific feelings, thoughts, and actions) but
that many brain regions participate to produce behaviour and mental activity. Brain
imaging has allowed researchers to make tremendous strides in understanding the
mental states involved in many psychological abilities (Posner & DiGirolamo, 2000).
The progress in understanding the neural basis of mental life has been rapid and dra-
matic. For good reason, the 1990s were labelled the decade of the brain.

The Mind Is Adaptive

The human mind has been shaped by evolution. That is, from the perspective of
evolutionary theory, the brain has evolved over millions of years to solve problems
related to survival and reproduction. The accumulating evidence indicates that the
mind is adaptive in biological and cultural terms: In addition to helping us over-
come challenges, it provides a strong framework for our shared social understand-
ings of how the world works. During the course of human evolution, random
genetic mutations endowed some of our ancestors with adaptations—physical char-
acteristics, skills, and abilities—that increased their chances of survival and repro-
duction and ensured that their genes were passed along to future generations.
Among the major intellectual events that shaped the future of psychologi-
cal science was the publication in 1859 of Charles Darwin’s On the Origin of
Species (FIGURE 1.8). Earlier philosophers and naturalists, including Darwin’s grand-
father, Erasmus Darwin, had discussed the possibility that species might evolve.
But Charles Darwin first presented the mechanism of evolution, which he called
natural selection: the process by which organisms’ random mutations that are adap-
tive are passed along and random mutations that hinder survival (and therefore
reproduction) are not. Thus as species struggle to survive, those better adapted to
their environments will leave more offspring, those offspring will produce more
offspring, and so on. This idea has come to be known as the survival of the fittest.
Darwin’s ideas have profoundly influenced many scientific fields, philosophy,
and society. Modern evolutionary theory has driven the field of biology for years,



but it has only recently begun to inform psychology. Rather than being a specific
area of scientific inquiry, evolutionary theory is a way of thinking that can be used
to understand many aspects of mind and behaviour (Buss, 1999).

SOLVING ADAPTIVE PROBLEMS Over the last five million years, adaptive behav-
iours and specialized mechanisms have been built into our bodies and brains
through evolution. For instance, 2 mechanism that produces calluses has evolved
to protect the skin from the abuses of the physical labour that humans sometimes
need to engage in to survive. Likewise, specialized circuits, or structures, have
evolved in the brain to solve adaptive problems (Cosmides & Tooby, 1997).

Evolutionary theory is especially useful for considering whether human mech-
anisms are adaptive—in other words, whether they affect survival and reproduc-
tion. For example, psychologists have known for decades that situational and cultural
contexts influence the development of social behaviours and of attitudes. Now evi-
dence is accumulating that many behaviours and attitudes can also be considered
adaptive solutions to recurring human problems. For example, humans have a fun-
damental need to belong to a group, and therefore all societies discourage behav-
iours that may lead to social exclusion (Baumeister & Leary, 1995). People who
lie, cheat, or steal may drain group resources and thereby decrease the chances of
survival and reproduction for other group members. Some evolutionary psychol-
ogists believe humans have “cheater detectors” on the lookout for this sort of behav-
iour in others (Cosmides & Tooby, 2000).

Another classic example of the way adaptive mechanisms develop involves the
“visual cliff” (FIGURE 1.9). When infants old enough to crawl are placed on top of
a clear piece of plastic that covers both a firm surface (such as a table) and a dropped
surface (the clear plastic extends over the edge of the table), the infants may pat the
surface that extends over the cliff and even accidentally back onto it, but they will
not willingly crawl over the cliff, even if their mothers are standing on the other
side of the cliff encouraging them to do so. Infants become wary of heights at about
the same age they learn to crawl, even though they have little personal experience
with heights or gravity. This fear of heights is surely an adaptive mechanism that
will enhance their chances of survival.

MODERN MINDS IN STONE AGE SKULLS According to evolutionary theory, we need
to be aware of the challenges our early ancestors faced if we want to understand
much of our current behaviour, whether adaptive or maladaptive. Humans began
evolving about five million years ago, but modern humans (Homo sapiens) can be
traced back only about 100,000 years, to the Pleistocene era. If the human brain
slowly adapted to accommodate the needs of Pleistocene hunter-
gatherers, scientists should try to understand how the brain works
within the context of the environmental pressures humans faced
during the Pleistocene era. For instance, people like sweet foods,
especially those high in fat. These foods are highly caloric, and in
prehistoric times eating them would have had great survival
value. In other words, a preference for fatty and sweet foods was
adaptive. Today, many societies have an abundance of foods, many
of them high in fat and sugar. That we still enjoy them and eat
them, sometimes to excess, may now be maladaptive in that it can
produce obesity. Nonetheless, our evolutionary heritage encour-
ages us to eat foods that had survival value when food was rela-
tively scarce. Many of our current behaviours, of course, do not
reflect our evolutionary heritage. Reading books, driving cars,

FIGURE 1.9 Adaptive Mechanism
Despite the plastic covering over the visual
cliff, infants will not crawl over the cliff even if
their mothers call to them from the other side.
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FIGURE 1.10 Cultural Differences
Westerners tend to be “independent” and
autonomous, stressing their individuality.
Easterners—such as this Cambodian
family—tend to be more “interdependent,”
stressing their sense of being part of a
collective.
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using computers, instant messaging, and watching television are among the human
behaviours that we have displayed only recently. (Further complexities in the evolu-
tionary process are discussed in Chapter 3, “Biological Foundations.”)

CULTURE PROVIDES ADAPTIVE SOLUTIONS For humans, many of the most
demanding adaptive challenges involve dealing with other humans. These challenges
include selecting mates, co-operating in hunting and in gathering, forming alliances,
competing for scarce resources, and even warring with neighbouring groups. This
dependency on group living is not unique to humans, but the nature of relations
among and between ingroup and outgroup members is especially complex in human
societies. The complexity of living in groups gives rise to culture, and culture’s various
aspects are transmitted from one generation to the next through learning. For instance,
our musical and food preferences, our ways of expressing emotion, our tolerance of
body odours, and so on are strongly affected by the cultures we are raised in. Many of
a culture’s “rules” reflect adaptive solutions worked out by previous generations.

In contrast to human biological evolution, which has taken place over several mil-
lion years, cultural evolution has occurred much faster, and the most dramatic cultural
changes have come in the last few thousand years. Although humans have changed
only modestly in physical terms in that time, they have changed profoundly in regard
to how they live together. Even within the last century, there have been dramatic
changes in how human societies interact. The flow of people, commodities, and finan-
cial instruments among all regions of the world, often referred to as globalization, has
increased in velocity and scale over the past century in ways that were previously
unimaginable. Even more recently, the Internet has created a worldwide network of
humans, essentially a new form of culture with its own rules, values, and customs.

Over the past decade, recognition has grown that culture plays a foundational role
in shaping how people view and reason about the world around them—and that
people from different cultures possess strikingly different minds. For example, research
by the social psychologist Richard Nisbett, at the University of Michigan, has demon-
strated that people from most Asian countries have a worldview quite different from
that of people from most European and North American countries. Metaphorically
speaking, Nisbett’s work has suggested that Westerners tend to miss the forest for the
trees, focusing on single elements in the forefront, whereas those from Eastern cul-
tures tend to overlook single trees, focusing on the entire forest in the background
(FIGURE 1.10). Nisbett and his colleagues (2001) have documented many differences
in these groups’ thinking styles. The general pattern is that Westerners are much more
analytic—they break complex ideas into simpler components, categorize informa-
tion, and use logic and rules to explain behaviour. Easterners tend to be more holis-
tic in their thinking, seeing everything in front of them as an
inherently complicated whole, with all elements aftecting all other
elements. In his book The Geography of Thought (2003), Nisbett
argues that these essential cultural differences date back to ancient
Greek and Chinese societies from roughly the eighth through the
third centuries BCE. He characterizes the Greeks of that time as
focusing on personal freedom, logic, and debate; their Chinese
contemporaries as focusing on harmonious relationships with
family and with other villagers. Indeed, cross-cultural research
has found that “family orientation” and “harmony” are two
major dimensions of personality for the Chinese but not for peo-
ple from Western cultures (Cheung, Cheung, & Leung, 2008).
Moreover, the psychologist Steven Heine (2003), at the University
of British Columbia, has found that Westerners are more likely to



emphasize their personal strengths whereas Easterners are more likely to emphasize
their need for self-improvement. As psychological scientists come to better under-
stand the relationship between culture and behaviour, they make clear the impor-
tance of considering behavioural phenomena in their cultural contexts.

Psychological Science Crosses Levels of Analysis

Throughout the history of psychology, studying a phenomenon at one level of
analysis has been the favoured approach. Only recently have researchers started to
explain behaviour at several levels of analysis, providing an increasingly complete
picture of behavioural and mental processes. Because mind and behaviour can be
studied on many levels of analysis, psychologists often collaborate with researchers
from other scientific fields, such as biology, computer science, physics, anthropol-
ogy, and sociology. Interdisciplinary eftorts share the goal of understanding how bio-
logical, individual, social, and cultural factors influence our specific behaviours.
Four broadly defined levels of analysis reflect the most common research methods
for studying mind and behaviour (FIGURE 1.11).The biological level of analysis deals with
how the physical body contributes to mind and behaviour, as in the neurochemical
and genetic processes occurring in the body and brain. The individual level of analysis
focuses on individual differences in personality and in the mental processes that affect
how people perceive and know the world.The social level of analysis involves how group
contexts affect people’s ways of interacting and influencing each other. The cultural
level of analysis explores how people’s thoughts, feelings, and actions are similar or dif-
ferent across cultures. Differences between cultures highlight the role that cultural expe-
riences play in shaping psychological processes, whereas similarities between cultures
reveal evidence for universal phenomena that emerge regardless of cultural experiences.
To understand how research is conducted at the different levels, consider the many
ways psychological scientists have studied listening to music, a pastime important to

LEVEL FOCUS

Biological | Brain systems

WHAT IS STUDIED?

Neuroanatomy, animal research,
brain imaging

Neurotransmitters and hormones,
animal studies, drug studies

Gene mechanisms, heritability,
twin and adoption studies

Neurochemistry

Genetics

Individual | Individual differences Personality, gender, developmental
age groups, self-concept
Perception and Thinking, decision making,
cognition language, memory, seeing, hearing
Behaviour Observable actions, responses,
physical movements
Social Interpersonal behaviour = Groups, relationships, persuasion,
influence, workplace
Social cognition Attitudes, stereotypes, perceptions
Cultural Thoughts, actions, Norms, beliefs, values,

behaviours—in different|  symbols, ethnicity
societies and cultural

groups

FIGURE 1.11 Levels of Analysis

What Are the Seven Themes of Psychological Science?

13



FIGURE 1.12 Your Brain on Music
Certain regions of the frontal cortex are
more active for music than for scrambled
sounds. The highlighted region on the left

is associated with listening to spoken
language. Noise does not activate that
region, but music, like language with syntax,
does.
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most people (Renfrow & Gosling, 2003). Researchers have examined how musical
preferences vary among individuals and across cultures, how music affects emotional
states and thought processes, and even how the brain perceives sound as music rather
than noise. For instance, studies of music’s effects on mood at the biological level of
analysis have shown that pleasant music may be associated with increased activation
of one brain chemical, serotonin, that is known to be relevant to mood (Evers &
Suhr, 2000). Other researchers have used brain systems analysis to study music’s eftects
(Peretz & Zatorre, 2005). Does perceiving music use the same brain circuits as, say, per-
ceiving the sounds of spoken language (Levitin & Menon, 2003; FIGURE 1.12)? Processing
musical information turns out to be similar to general auditory processing, but it also
may use different brain mechanisms. Case studies have indicated that some patients with
certain types of brain injury become unable to hear tones and melody but not speech
or environmental sounds. One 35-year-old woman who had brain damage lost the
ability to recognize even familiar tunes—a condition known as amusia—even though
other aspects of her memory system and language system were intact (Peretz, 1996).

In studies conducted at the individual level of analysis, researchers have used lab-
oratory experiments to study music’s eftects on mood, memory, decision making, and
various other mental states and processes (Levitin, 2006). They have discovered, for
instance, that “Russia under the Mongolian Yoke” from Prokofiev’s Field of the Dead,
played at half speed, reliably puts people into negative moods. Mood may be affected
not only by the tempo of the music but also by whether the music is in major or
minor mode. At least in Western music, major mode is typically associated with pos-
itive moods and minor mode is associated with sad moods. This emotional response
appears to be learned, at least in part, because very young children do not discrimi-
nate between modes. By age seven or eight, however, children can reliably distinguish
the mood effects of major and minor modes (Gregory, Worrall, & Sarge, 1996).

A study of music at the social level of analysis might compare the types of music
people prefer when they are in groups with the types they prefer when alone, or
how group preferences for some types of music influence individuals’ preferences
when they are not in a group. For instance, when people are alone they might like
quiet, contemplative music, whereas with others they might like more upbeat music
that encourages dancing.

The cross-cultural study of music preferences has developed into a separate field,
ethnomusicology. An ethnomusicologist has noted, for example, that African music
has rhythmic structures different from those in Western music (Agawu, 1995), and
these differences in turn may reflect the important role of dancing and drumming
in African folk tales. Ethnomusicologists also note that, as mentioned above, the
influences of major and minor modes on mood hold only within certain cultures,
because these associations are not innate and must be learned.

As these examples show, research across the levels of analysis is creating a greater
understanding of the psychology of music. Adding to that understanding is inno-
vative research combining two or more levels of analysis.

We Often Are Unaware of the Multiple Influences
on How We Think, Feel, and Act

An important lesson from psychological research is that people are influenced by sub-
tle factors in their environments, even when they largely are unaware of those influ-
ences. That is, some factors influence our thoughts, feelings, and behaviours at
an unconscious level: They happen without our awareness and therefore leave us
without knowledge (retrievable memories) of them.The idea that we are influenced
by events and memories we are not consciously aware of has a long history in



psychology; it is often associated with Sigmund Freud, whose work is discussed in
more detail later in this chapter. More recently, the psychologist John Bargh, at Yale,
and his colleagues (Bargh, 2006; Bargh & Chartrand, 1999) have referred to these
unconscious influences as the “automaticity of everyday life,” because they occur auto-
matically—without effort or intent. For example, in a pair of studies, Dutch partici-
pants were asked to consider stereotypes about professors (usually thought of as high
in intelligence), secretaries (usually thought of as neutral in intelligence), or soccer
hooligans (usually thought of as low in intelligence). After this exercise, they were
asked to play a modified game of Trivial Pursuit. Quite remarkably, those partici-
pants who thought about professors got more of the trivia answers correct than did
those who thought about secretaries. The latter, in turn, performed better than those
who thought about soccer hooligans (Dijksterhuis & van Knippenberg, 1998). Once
ideas regarding intelligence were primed, or activated, people seemed to have differ-
ent levels of confidence in their own knowledge. These levels affected the recall strate-
gies that they subsequently used. Likewise, in a recent study, participants who were
shown negative facial expressions very quickly, so quickly that they did not know
they had seen them, reported being in worse moods than those reported by partic-
ipants shown neutral facial expressions (Ruys & Stapel, 2008).

Priming can be done with a smell or a tactile (touch) sensation. In one study
(Williams & Bargh, 2007), research participants held a cup of coftee for the
researcher while he juggled an armful of textbooks, clipboards, and so on. Half the
participants held a cup of hot coffee, and half held a cup of iced coftee. None of
the participants believed that just holding the cup would affect their thoughts,
feelings, or actions, but it did: The participants who held the hot coffee rated a
third person as “warmer” and less selfish than did those who held the iced coftee.
In short, as you will see throughout this book, we are aware of only a fraction of
the environmental factors that influence us.

SUMMING UP
What Are the Seven Themes of Psychological Science?

Psychological science is the study of mind, brain, and behaviour. This book
focuses on seven major themes that characterize psychological science:
(1) Psychology is an empirical science that uses research methods as a way of
knowing about how we think, feel, and behave. (2) Nature and nurture are inex-
tricably entwined: We cannot consider either influence separately, because they
work together. (3) The brain and mind are inseparable. (4) A biological revolu-
tion has been energizing psychological research into how the brain enables the
mind. Among the revolutionary developments are increasing knowledge of the
neurochemistry of mental disorders, the mapping of the human genome, and
the invention of imaging technologies that allow researchers to observe the
working brain in action. (5) The mind is adaptive. In recent years, psychologi-
cal science has been influenced heavily by evolutionary psychology, which argues
that the brain has evolved to solve adaptive problems. (6) Psychological scien-
tists share the goal of understanding mind, brain, and behaviour, but they do
so by focusing on the same problems at different levels of analysis—biological,
individual, social, and cultural. Most problems in psychology require studies at
each level. (7) We often are unaware of the multiple influences on how we think,
feel, and behave. Events can prime our minds so that we think, feel, and behave
in ways suggested by the priming stimuli, even though we may not be aware
of or remember those influences.

What Are the Seven Themes of Psychological Science?
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FIGURE 1.13 Confucius Ancient philoso-
phers such as Confucius studied topics that
remain important in contemporary psychology.

LEARNING OBJECTIVE
Trace the development of
psychology since its formal
inception in 1879, including
differences among major schools
of thought.
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MEASURING UP

For each example below, indicate which of the seven themes of psychological
science apply. For some examples, more than one theme may apply.
Themes:
1. Psychology is an empirical science.
Nature and nurture are inextricably entwined.
The mind and brain are inseparable.
A biological revolution is energizing psychological research.
The mind is adaptive.
Psychologists use different levels of analysis in their research.
7. We often are unaware of the influences on how we think, feel, and behave.

o0k wnN

Examples:

a. In one study, some participants were asked to graph lines between end-
points near each other (e.g., —1, —3), and other participants were asked
to graph lines between endpoints far from each other (e.g., —5, +12). All
were then asked to judge the closeness of their relationship with a loved
one. Participants who graphed short lines rated their relationship as closer
than did those who graphed long lines (Williams & Bargh, 2008).

b. To understand the development of genius, psychologists study the heritability
of genius and the experiences that help it develop.

c. Psychologists are skeptical of astrology as a way of knowing about a per-
son’s personality, because astrology violates a central principle in psycho-
logical science.

d. In a study of prejudice, psychologists used an attitudes test and brain imaging
when participants looked at pictures of the faces of blacks and Caucasians.

e. When psychologists study a disorder of the mind, they frequently look at
genetic factors that might be involved in causing the disorder.

f. Descartes’ notion of dualism was replaced with this general theme.

How Did the Scientific Foundations
of Psychology Develop?

People have always wanted to know why people do the things they do, so psy-
chology as a field of inquiry has an extensive history, roots in every corner of
the globe, and intellectual origins dating back to long before it was established
as a formal discipline. Ancient Greek philosophers such as Aristotle and Plato pon-
dered many of the same questions considered by contemporary psychological sci-
entists. Physicians in ancient Greece and Rome, such as Hippocrates (c. 460—c. 377
BCE) and Galen (129—c. 199 CE), recognized that the brain was important for men-
tal activity. In China, the philosopher Confucius (551-479 BCE) emphasized
human development, education, and interpersonal relations, all of which remain
contemporary topics in psychology around the world (Higgins & Zheng, 2002;
FIGURE 1.13). During the Han dynasty (206 BCE-220 CE), the Chinese developed
multiple tests to select candidates for government jobs, and by the time of the
Ming dynasty (1368—1644), multi-stage testing was used throughout the country.
Only those with the highest test scores could serve in public office (Higgins &
Zheng, 2002).

Similarly, there is a long history of psychological thought in Muslim countries;
in fact, some scholars claim that Western notions of psychology can be found in



the writings of early Muslim scholars (Haque, 2004). For example, Al-Kindi
(801-866 CE) produced hundreds of writings about sorrow and grief. To combat
depression, he used cognitive strategies—many of them similar to a type of psy-
chotherapy, cognitive therapy, commonly used today. At-Tabari (838—870 CE) wrote
about child psychology and emphasized the need for psychotherapy.

In the mid-1800s in Europe, psychology arose as a separate field of study using
the experimental method. In A System of Logic (1843), John Stuart Mill declared that
psychology should leave the realm of speculation and of philosophy and become a
science of observation and of experiment. Indeed, he defined psychology as “the sci-
ence of the elementary laws of the mind” and argued that only through the meth-
ods of science would the processes of the mind be understood. As a result, throughout
the 1800s early psychologists increasingly studied mental activity through careful
scientific observation. This was evident in 1891, when James Mark Baldwin found-
ed the first psychological laboratory in the British Commonwealth at the University
of Toronto. Like the shift from philosophy to experimentation, rapid increases in
knowledge about basic physiology were central to the development of psycholog-
ical science—though, as discussed above, the field is only now drawing on biolo-
gy’s full power to explain psychological phenomena.

As psychology developed from a young discipline to a vital field of science and
a vibrant profession, different ways of thinking about the content of psychology
emerged. These ways of thinking are called schools of thought. As is true in every
science, one school of thought would dominate the field for a while; there would
then be a backlash, and a new school of thought would take over the field. Today,
as multiple levels of analysis are used to understand psychology, researchers rely on
the scientific method to support their theories and to decide what is most likely
true. The following section discusses some major figures and major schools of
thought in the history of psychology.

Experimental Psychology Begins with Structuralism

In 1879, Wilhelm Wundt (FIGURE 1.14) established the first psychology laboratory
and institute. At this facility, in Leipzig, Germany, for the first time students could
earn advanced academic degrees in psychology. Wundt trained many of the great
early psychologists, many of whom then established psychological laboratories
throughout Europe, Canada, and the United States.

Wundt realized that psychological processes, the products of physiological
actions in the brain, take time to occur.Therefore, he would present each research
participant with a simple psychological task and a related but more complex one.
By subtracting the time a participant took to complete the simple task from the
time that participant took to complete the more complex task, Wundt could infer
how much time a particular mental event—the common factor between the two
tasks—took to occur. Researchers still widely use reaction time to study psycho-
logical processes, but their equipment is of course more sophisticated than
Wundt’s. Wundt was not satisfied with simply studying mental reaction times,
however; he wanted to measure conscious experiences. To do so, he developed
the method of introspection, a systematic examination of subjective mental expe-
riences that requires people to inspect and report on the content of their
thoughts. Wundt asked people to use introspection in comparing their subjec-
tive experiences as they contemplated a series of objects—for example, by stat-
ing which one they found more pleasant.

Edward Titchener, a British psychologist who spent most of his career at Cornell
University and was a student of Wundt’s, used methods such as introspection to

FIGURE 1.14 Wilhelm Wundt Wundt
founded modern experimental psychology.

introspection A systematic examination of
subjective mental experiences that requires
people to inspect and report on the content of
their thoughts.

How Did the Scientific Foundations of Psychology Develop? 17



pioneer a school of thought that became known as structuralism, which is based on
the idea that conscious experience can be studied when it is broken down into its
underlying components. Titchener believed that an understanding of the basic elements
of consciousness would provide the scientific basis for understanding the mind. He
argued that one could take a stimulus such as a musical tone and by introspection ana-
lyze its “quality,” “intensity,” “duration,” and “clarity.” Wundt ultimately rejected such
uses of introspection, but Titchener relied on the method throughout his career. The
general problem with introspection is that experience is subjective; each person brings
to introspection a unique perceptual system, and it is difficult for researchers to deter-
mine whether study participants are applying introspection to a study’s criteria in sim-
ilar ways. Accordingly, over time psychologists largely abandoned introspection, because
it was not a reliable method for understanding psychological processes. Nonetheless,
Wundet, Titchener, and other structuralists were important due to their goal of devel-
oping a pure science of psychology with its own vocabulary and set of rules.

Functionalism Addresses the Purpose of Behaviour

One critic of structuralism was William James, a brilliant scholar whose wide-rang-
ing work has had an enormous, enduring impact on psychology (FIGURE 1.15). In
1873, James abandoned a career in medicine to teach physiology at Harvard

FIGURE 1.15 William James James was

highly influenced by Darwin and (among many

other accomplishments) is credited with “natu- ) i
ralizing” the mind. University. He was among the first professors at Harvard to openly welcome ques-

tions from students rather than having them listen silently to lectures. James’s per-
sonal interests were more philosophical than physiological; he was captivated by the

structuralism An approach to psychology nature of conscious experience. In 1875, he gave his first lecture on psychology, and
based on the idea that conscious experience he later quipped that it was also the first lecture on psychology he had ever heard.
can be broken down into its basic underlying To this day, psychologists find rich delight in reading James’s penetrating analysis of

components or elements.

the human mind, Principles of Psychology (1890), the most influential book in the early
history of psychology. Many of the book’s central ideas have held up over time.

In criticizing structuralism’s failure to capture the most important aspects of
mental experience, James argued that the mind was much more complex than its
elements and therefore could not be broken down. For instance, he noted that the
stream of consciousness A phrase coined mind consisted of an ever-changing, continuous series of thoughts. This stream of
by William James to describe one’s continuous  consciousness could not be frozen in time, according to James, so the structural-
series of ever-changing thoughts. ists’ techniques were sterile and artificial. He likened psychologists who used the

structural approach to people trying to understand a house by studying each of its
bricks individually. More important to James was that the bricks together formed
a house and that a house has a particular function. The mind’s elements mattered
less than the mind’s usefulness to people.
Heavily influenced by Charles Darwin’s thinking, James argued that psycholo-
gists ought to examine the functions served by the mind—how the mind operates.
functionalism An approach to psychology According to his approach, which became known as functionalism, the mind came
concerned with the adaptive purpose, or into existence over the course of human evolution, and it works as it does because
function, of mind and behaviour it is useful for preserving life and passing along genes to future generations. In other
words, it helps humans adapt to environmental demands.

Many functionalists applied psychological research to the real world. If a behav-
lour serves a purpose, they argued, that purpose ought to be reflected in daily human
life. Thus, for example, James applied the functional approach to the study of phe-
nomena such as the nature of religious experience. The American educator John
Dewey tested functionalist theories in his classrooms, teaching according to how
the mind processes information. This progressive approach to education emphasized
divergent thinking and creativity rather than the repetitive drill learning of conven-
tional knowledge (which might, after all, be incorrect; Hothersall, 1995). Yet the
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broad-ranging subjects to which functionalism was applied led to criticism that this
school was not sufficiently rigorous, and therefore functionalism slowly lost momen-
tum as a movement within psychology. Within the past few decades, however, the func-
tional approach has returned to psychological science, as more and more researchers
consider the adaptiveness of the behaviours and mental processes they study.

Gestalt Psychology Emphasizes Patterns
and Context in Learning

Another school of thought that arose in opposition to structuralism was the Gestalt
school, founded by Max Wertheimer in 1912 and expanded by Wolfgang Kohler in
Germany, among others. According to Gestalt theory, the whole of personal expe-
rience is not simply the sum of its constituent elements; or in other words, the whole is
different from the sum of its parts. So, for example, if a researcher shows people a tri-
angle, they see a triangle—not three lines on a piece of paper, as would be the case for
the trained observers in one of Titchener’ structuralist experiments. (When you look
at FIGURE 1.16, do you see the parts or the whole?) In experimentally investigating

Many principles of psychological science are easy to experience. In each chapter of this book,
Try for Yourself features will present you with the chance to be your own research participant.

FIGURE 1.16 Try for Yourself: What Do You See?

The fragments make up a picture of a dog sniffing the ground.

Explanation: The mind organizes the picture’s elements automatically to produce
the perception of the dog. The picture is processed and experienced as a unified
whole. Once you perceive the dog, you cannot choose to not see it.

Gestalt theory A theory based on the idea

that the whole of personal experience is

different from simply the sum of its constituent

elements.
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FIGURE 1.17 Try for Yourself: What Do You See?

This drawing by the psychologist Roger Shepard
can be viewed as either a face behind a candlestick

or two separate profiles.

Explanation: The mind organizes the scene into one or
another perceptual whole, so the picture looks a specific

subjective experience, the Gestalt psychologists relied not on the
reports of trained observers but on ordinary people’s observations.
This unstructured reporting of experience was called the phenom-
enological approach, referring to the totality of subjective conscious
experience.

The Gestalt movement reflected an important idea that was at
the heart of criticisms of structuralism: The perception of objects
is subjective and dependent on context. Two people can look at
an object and see different things. Indeed, one person can look at
an object and see it in completely different ways. (When you look
at FIGURE 1.17, how many possible views do you see?) The Gestalt
perspective has influenced many areas of psychology, such as the
study of vision and the understanding of human personality.

Women Made Pioneering Contributions to
Psychology

Women’s contributions to psychological science, like women’s
contributions to many other fields of science, were long under-
appreciated and for many years even ignored. Consider Mary
Whiton Calkins. At Smith College, she studied philosophy and
classics; at Wellesley College, she was employed initially on a tem-
porary basis as a Greek instructor, then invited to become a pro-
fessor of the new field of philosophical psychology, contingent on
her completing advanced training in psychology. At the time, her
options were quite limited because psychology was relatively new

way each time it is viewed, but it is difficult to see both to North America. After canvassing the possibilities, she decided

the single face and two profiles at the same time.

that studying with William James at Harvard University would
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provide her with the best training. James was enthusiastic about
having her as a student. Unfortunately, Harvard’s president, Charles Eliot, did not
believe in coeducation, and only after great pressure from James, Calkins’s father,
and the president of Wellesley did Eliot relent and let Calkins enroll in the semi-
nar as a guest. The male students withdrew from the seminar in protest, leaving
Calkins with a private tutorial “at either side of a library fire,” as she describes in
her autobiography.

Calkins continued her psychological studies with several other mentors at Harvard,
including the famous psychophysicist Hugo Miinsterberg. With him, in 1895 she com-
pleted all the requirements for a Ph.D. Although she scored higher than her male class-
mates on the qualifying exam, Harvard denied her the degree, offering instead a Ph.D.
from Radclifte, the women’s school affiliated with Harvard. Calkins refused the degree,
bristling at the unequal treatment she received and describing the differential educa-
tion of men and women as artificial and illogical. Efforts to have Harvard overturn its
earlier decision continue to this day, as does Harvard’s refusal to grant her the degree
she earned. (Harvard did not grant a Ph.D. to a woman until 1963.)

Calkins had a productive career as a professor at Wellesley and wrote an introduc-
tory psychology textbook in 1901. She was the first woman to set up a psychology
laboratory, published more than 100 articles, and in 1905 was elected the first woman
president of the American Psychological Association. Calkins’s major research inter-
est was the self, which she believed could be studied using the methods of science.
She made several other important contributions to the early science of psychology,
although in her later years she became somewhat disenchanted by the rise of behav-
iourism and its dismissal of the concept of self.



Margaret Flay Washburn was the first woman to be officially granted a Ph.D.in
psychology. She was awarded her doctorate in 1921 at Cornell University, where
she studied with Edward Titchener. In the same year, Washburn became the second
woman president of the American Psychological Association. She spent most of her
career at Vassar College, which she had attended as an undergraduate. Her passion
for teaching was rewarded by her students, who raised $15,000 as a gift to celebrate
her 25 years at Vassar. In keeping with her devotion to students, Washburn used
the gift to set up a scholarship fund for women. The first Canadian woman to be
awarded a Ph.D. for psychological research was likely Emma S. Baker, at the
University of Toronto. The philosophy department, however, granted her the degree;
the psychology department was not yet established. Baker, who completed her work
in the early 1900s, went on to become principal at a number of colleges, including
Mount Allison in New Brunswick (Green, 2002). Of course, many other women
contributed to the history of psychology, and their contributions are now readily
acknowledged (FIGURE 1.18). Today, women make up approximately 70 percent of
psychology majors and nearly half of all new psychology doctorates in the work-
force (Frincke & Pate, 2004).

Freud Emphasized the Power of the Unconscious

Twentieth-century psychology was profoundly influenced by one of its most
famous thinkers, Sigmund Freud (FIGURE 1.19). Freud, who was trained in medi-
cine in his native Austria, began his career working with people who had neuro-
logical disorders such as paralysis of various body parts. He found that many of his
patients had few medical reasons for their paralysis, and he soon came to believe
their conditions were caused by psychological factors.

Psychology was in its infancy at the end of the nineteenth century, when Freud
deduced that much of human behaviour is determined by mental processes oper-
ating below the level of conscious awareness, at the level of the unconscious. Freud
believed these unconscious mental forces, often sexual and in conflict, produced
psychological discomfort and in some cases even apparent psychological disorders.
From his theories, Freud pioneered the clinical case study approach (discussed in
Chapter 2, “Research Methodology”) and developed the therapeutic method of
psychoanalysis, which involves trying to bring the contents of a patient’s uncon-
scious into conscious awareness so their conflicts can be dealt with constructively.
For example, he analyzed the apparent symbolic content in a patient’s dreams in
search of hidden conflicts. He also used free association, a technique in which a
patient simply would talk about whatever he or she wanted to for as long as he or
she wanted to. Freud believed that through free association, a person eventually
would reveal the unconscious conflicts causing the psychological problems. He
eventually extended his theories to account for general psychological functioning.

Freud’s influence was considerable, affecting the psychologists who followed him
as well as the public’s view of psychology. The basic problem with many of Freud’s
original ideas, such as the meaning of dreams, is that they are extremely difficult
to test using the methods of science. But although contemporary scientists no longer
accept many of Freud’s theories, Freud’s idea that mental processes occur below
the level of conscious awareness is now widely accepted in psychological science.

Most Behaviour Can Be Modified by Reward and Punishment

In 1913, the American psychologist John B. Watson challenged psychology’s
focus on conscious and unconscious mental processes as inherently unscientific

e
FIGURE 1.18 Mary Salter Ainsworth
Ainsworth received her Ph.D. from the
University of Toronto, in 1939. With John
Bowlby, she went on to launch the study of
attachment theory—a seminal theory in
developmental psychology that is discussed
at length in Chapter 11.

unconscious The mental processes that
operate below the level of conscious
awareness.

psychoanalysis A method developed by
Sigmund Freud that attempts to bring the
contents of the unconscious into conscious
awareness so that conflicts can be revealed.

FIGURE 1.19 Sigmund Freud The father
of psychoanalytic theory, Freud hugely influ-
enced psychology in the twentieth century.
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(FIGURE 1.20). Watson believed that if psychology was to be a science, it had to stop
trying to study mental events that could not be observed directly. Scorning meth-
ods such as introspection and free association, he developed behaviourism, an
approach that emphasizes environmental effects on behaviour.

The intellectual issue most central to Watson and his followers was the nature/
nurture question. For Watson and other behaviourists, nurture was all. Heavily influ-
enced by the work of the physiologist Ivan Pavlov (discussed further in Chapter 6,
“Learning”), Watson believed that animals acquired, or learned, all behaviours through
environmental factors: Understanding the environmental stimuli, or triggers, was all that
was needed to predict a behavioural response. Psychologists greeted Watson’s approach
with great enthusiasm. Many had grown dissatisfied with the ambiguous methods used
by those studying mental processes; instead, they believed, it was only by studying
observable behaviours that psychologists would be taken seriously as scientists.

The American psychologist B. E Skinner became famous for taking up the man-
tle of behaviourism. Like Watson, Skinner denied mental states’ existence, writing
in his provocative book Beyond Freedom and Dignity (1971) that concepts referring
to mental processes were of no scientific value in explaining behaviour. Rather,
Skinner believed that mental states were nothing more than an illusion. He wanted

FIGURE 1.20 John B. Watson Watson,
who spent most of his adult life in advertising,

was a proponent of behaviourism. His views ) .
were amplified by thousands of psychologists, to understand how repeated behaviours were shaped or influenced by the events

including B. F. Skinner. or consequences that followed them. For instance, an animal would learn to per-
form a behaviour if doing so in the past had led to a positive outcome, such as
receiving food.

behaviourism A psychological approach Behaviourism dominated psychological research well into the early 1960s. In

that emphasizes the role of environmental many ways, these were extremely productive times for psychologists. Many of the

forces in producing behaviour. basic principles established by behaviourists continue to be viewed as critical to
understanding the mind, brain, and behaviour. At the same time, sufficient evidence
has accumulated to show that thought processes influence outcomes, and few psy-
chologists today describe themselves as strict behaviourists.

FIGURE 1.21 George A. Miller In 1957,  Cognition Affects Behaviour
Miller launched the cognitive revolution by
establishing the Center for Cognitive Science
at Harvard University.

Much of psychology during the first half of the twentieth century was focused on study-
ing observable behaviour. But evidence slowly emerged showing that humans’ percep-
tions of situations could influence behaviour and that learning was not as simple as the
behaviourists believed. In the late 1920s, the Gestalt theorist Wolfgang Kohler found
that chimpanzees could solve the problem of how to get a banana that was out of reach.
The chimpanzees had to figure out how to connect two sticks to form a longer stick,
which would then allow them to reach the banana and draw it close. The animals tried
various methods, until suddenly they seemed to have insight, as evidenced by their
reaching the banana and using the strategy perfectly on subsequent tasks. At around
the same time, learning theorists such as Edward Tolman were showing that animals
could learn by observation. This finding made little sense (according to behaviourist
theory) because the observing animals were not being rewarded—the connections were
all being made in their heads. Other psychologists conducting research on memory,
language, and child development showed that the simple laws of behaviourism could
not explain such things as why cultural influences alter how people remember a story,
why grammar develops systematically, and why children go through stages of develop-
ment during which they interpret the world in different ways. All of these findings sug-
gested that mental functions were important for understanding behaviour.

In 1957, George A. Miller and colleagues launched the cognitive revolution in
psychology (FIGURE 1.21). Ulric Neisser integrated a wide range of cognitive phe-
nomena in his classic 1967 book Cognitive Psychology, which named and defined
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the field. Cognitive psychology (discussed further in Chapter 8, “Thinking and
Intelligence”) is concerned with higher-order mental functions such as intelli-
gence, thinking, language, memory, and decision making. Cognitive research has
shown that the way people think about things influences their behaviour. Several
events in the 1950s set the stage for the rise of cognitive science; perhaps the most
important was the growing use of computers. Computers operate according to
software programs, which dictate rules for how information is processed. Cognitive
psychologists such as Alan Newell and the Nobel laureate Herbert Simon applied
this process to their explanation of how the mind works. These information pro-
cessing theories of cognition viewed the brain as the hardware that ran the mind,
or mental processes, as the software; the brain takes in information as a code,
processes it, stores relevant sections, and retrieves stored information as required.
Some early cognitive psychologists recognized that the brain was important to cog-
nition, but many cognitive psychologists preferred to focus exclusively on the soft-
ware, with little interest in the specific brain mechanisms involved. In the early
1980s, cognitive psychologists joined forces with neuroscientists, computer scien-
tists, and philosophers to develop an integrated view of mind and brain. The field
of cognitive neuroscience emerged during the 1990s as one of the most exciting
fields of science.

Social Situations Shape Behaviour

At the turn of the twentieth century, many psychologists came to appreciate that
people’s behaviours were affected by the presence of others. During the 1920s,
scholars such as Floyd Allport began to examine how people were aftected by their
social worlds. This approach received a boost as people sought to understand the
atrocities committed in World War II. The behaviour of Nazi soldiers led a num-
ber of psychologists to focus their research on topics such as authority, obedience,
and group behaviour. These topics are the province of social psychology, which
focuses on the power of situation and on the way people are shaped through their
interactions with others.

In 1962, Adolf Eichmann, one of Adolf Hitler’s chief lieutenants, was hanged
for “causing the killing of millions of Jews.” Shortly before his death, Eichmann
claimed, “I am not the monster I am made out to be. I am the victim of a fallacy.”
The atrocities committed in Nazi Germany compelled psychologists to consider
whether evil is an integral part of human nature. Why had apparently normal
Germans, Poles, Austrians, and many other people from the Axis nations during
World War II willingly participated in the murders of innocents—men, women,
and children? Why did some people in these countries resist and put their own
lives at risk to save others? Researchers, many influenced by Freudian ideas, ini-
tially sought to understand what types of people would commit evil acts. They con-
cluded that certain types, especially those raised by unusually strict parents, display
a slightly greater willingness to follow orders. But as discussed in Chapter 12, almost
everyone 1is strongly influenced by social situations. His behaviour cannot be
excused, but Eichmann was correct that people were overlooking the power of the
situation in explaining his heinous actions.

In the 1930s and 1940s, Kurt Lewin, who was trained as a Gestalt psycholo-
gist, emphasized a scientific, experimental approach to social psychology (FIGURE
1.22). His field theory emphasized the interplay between people (biology, habits,
beliefs) and their environments, such as social situations and group dynamics. This
perspective allowed psychologists to begin examining some of the most complex
forms of human mental activity, such as how people’s attitudes shape behaviour,

cognitive psychology The study of how
people think, learn, and remember.

cognitive neuroscience The study of the
neural mechanisms that underlie thought,
learning, and memory.

social psychology The study of group
dynamics in relation to psychological
processes.

FIGURE 1.22 Kurt Lewin Lewin was born
in Poland (at the time Prussia) and became
famous for his work at the Massachusetts
Institute of Technology. He founded modern
social psychology, pioneering the use of
experimentation to test hypotheses and thus
to form theories.
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why they are prejudiced against other groups, how they are influenced by other
people, and why they are attracted to some people and repelled by others. Human
beings navigate within a social world, and psychological science recognizes the
importance of fully considering a situation to predict and understand the behav-
iour within it.

Psychological Therapy Is Based on Science

In the 1950s, a humanistic approach to the treatment of psychological disorders,
led by Americans Carl Rogers and Abraham Maslow, emphasized how people can
come to know and accept themselves in order to reach their unique potentials.
Some of the techniques developed by Rogers, such as specific ways of question-
ing and listening during therapy, are staples of modern treatment. Only in the last
four decades, however, has a scientific approach to the study of psychological dis-
orders emerged.

Throughout psychology’s history, the methods developed to treat psycho-
logical disorders mirrored advances in psychological science. For instance, behav-
iourism’s rise led to a group of therapies designed to modify behaviour rather
than address underlying mental conflicts. Behavioural modification methods con-
tinue to be highly effective in a range of situations, from training those with
intellectual impairments to treating patients who are especially anxious and fear-
ful. The cognitive revolution in scientific thinking led therapists to recognize
the important role of thought processes in mental disorders. Pioneers such as
Aaron T. Beck developed therapies to correct faulty cognitions (faulty beliefs
about the world); these cognitive therapies are especially effective for treating
conditions such as anxiety disorders, depression, and eating disorders. For some
mental disorders, such as schizophrenia, the most effective treatments are drugs
that alter brain chemistry. For people with these disorders, the biological revo-
lution in psychological science has helped immensely. But for people with other
disorders, drug therapy is less preferable than cognitive and behavioural thera-
pies because drugs can produce side effects or lead to reliance on the drugs. In
many situations, a combination of drugs and cognitive-behavioural therapy is
the best treatment plan.

Today, most therapeutic approaches to dealing with psychological disorders con-
sist of two key factors that reflect the field’s origins: adopting a widely recognized
treatment of choice that scientific research has demonstrated to be clinically effec-
tive and recognizing that each person is a unique individual with specific issues
and needs. As discussed in Chapter 15, probably the greatest change in clinical psy-
chology over the course of the twentieth century has come from the realization,
through scientific research, that no universal treatment or approach fits all psycho-
logical disorders—contrary to the thinking of the early giants such as Freud,
Skinner, and Rogers (Kazdin, 2008).

SUMMING UP

How Did the Scientific Foundations of Psychology Develop?

Although people around the world have pondered psychological questions for thou-
sands of years, the formal discipline of psychology began in Wilhelm Wundt's lab-
oratory in Germany in 1879. Wundt believed it necessary to reduce mental
processes into their constituent, “structural” parts, by using an approach known



as structuralism. Other early psychologists argued that it was more important to
understand how the mind functions than what it contains. During this period, most
research was aimed at understanding the subjective mind. Freud, for example,
emphasized the unconscious, and the Gestalt movement focused on perception.
The behaviourists then claimed that the study of the mind was too subjective and
therefore unscientific. Accordingly, for the first half of the twentieth century, most
psychologists studied only observable behaviours. The cognitive revolution in the
1960s returned the mind to centre stage, and research on mental processes such
as memory, language, and decision making blossomed. Throughout the last cen-
tury, some psychologists have emphasized the social contexts of behaviour and of
mental activity. Advances in psychological science have informed the treatment of
psychological disorders.

MEASURING UP

Identify the school of thought that each of the following statements
characterizes. The options here are behaviourism, functionalism, cognitive,
social, Gestalt, structuralism, and psychoanalysis.

a. To be a respectable scientific discipline, psychology should be concerned
with what people and other animals do—in other words, with observable
actions.

b. Psychology should be concerned with the way behaviour helps us adapt to
environment.

c. Psychology should be concerned with the way thoughts affect behaviour.

d. To understand behaviour, psychologists need to understand the contexts in
which people live and act.

e. Because the sum is greater than the parts, psychologists should study the
entirety of how we make sense of the world.

f. Psychologists should study the “pieces” that make up the mind.

g. To understand behaviour, psychologists should study people’s unconscious
mental processes.

How Can We Apply Psychological Science?

Psychology is one of the most popular majors at many universities. The general
usefulness of understanding mental activity may explain psychology’s popularity as
a major:This field can help you understand your motives, your personality, and even
why you remember some things and forget others. Psychological science is more
than fascinating and personally relevant, however; it also serves as excellent train-
ing for many professions. As you will discover, psychological science covers broad
ground, touching on all aspects of human life.

Psychological Knowledge Is Used in Many
Professions

Many types of researchers study the mind, brain, and behaviour at different con-
ceptual levels. For instance, physicians need to know much more than anatomy and
chemistry; they need to know how to relate to their patients, how patients’ behav-
iours are linked to health, and what motivates or discourages patients from seek-
ing medical care or following treatment protocols. Understanding the aging brain

LEARNING OBJECTIVES
Define critical thinking.

Provide examples of psychology’s
relevance to every person’s life.

Real World
PSYCHOLOGY
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and how it affects visual perception, memory, and motor movement
is vital for those who treat elderly patients. Indeed, psychological sci-
entists make major contributions to research on human physical and
mental health.

Psychological science is equally useful for anyone whose career
involves understanding people. To persuade jurors, lawyers need to
know how groups make decisions. Advertisers need to know how atti-
tudes are formed or changed and to what extent people’s attitudes pre-
dict their behaviour. Politicians use psychological techniques of
impression management to make themselves attractive to voters.

If you are thinking about a career in psychology or a related field,
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FIGURE 1.23 Growth of the Field This
graph, adapted from data published by the
American Psychological Association (APA),
shows the great increase in this professional
organization’s membership from 1900 to
2004. The APA is the world’s largest organi-
zation of psychologists and includes members
from several countries around the world.

S GROSS

T there is good news. According to one governmental survey (U.S.
Bureau of Labor Statistics, 2007), opportunities for people with
graduate degrees in psychology are expected to grow approximately
15 percent between now and 2016. In Canada, more women than
men are going into graduate training in psychology (O’Neill, 2005). If you are
wondering what you can do with an undergraduate degree in psychology, the
answer is “almost everything.” Prospective employers want their employees to
have data analysis skills, communication skills, critical thinking skills, and the abil-
ities to learn and to get along with others. These skills are all developed in psy-
chology curricula. One survey of university graduates with bachelor’s degrees
in psychology found that they held a wide range of positions requiring psycho-
logical knowledge, including attorney’s assistant, police officer, social worker,
personnel director, hospital counsellor, store manager, and research assistant
(Morgan, n.d.).

People study psychology for many reasons, and some students become so fas-
cinated by psychological science that they devote their lives to studying the mind
and behaviour (FIGURE 1.23). Psychological science is an exciting field—researchers
are unravelling the very nature of what it means to be a human being. Although
the scientific principles of brain, mind, and behaviour have been established, the
foundations of psychological science continue to grow, and there is still a tremen-
dous amount to learn about issues such as how nature and nurture interact and
how the brain enables the mind. Indeed, contemporary psychological science is
providing new insights into problems and issues that the great scholars of the past
struggled to solve.

People Are Intuitive Psychological Scientists

By nature, humans are intuitive psychological scientists, developing hypotheses
about and trying to predict others’ behaviour. For example, people choose mar-
riage partners they expect will best meet their emotional, sex-
ual, and support needs. Defensive drivers rely on their intuitive
senses of when other drivers likely will make mistakes. People
seek to predict whether others are kind, are trustworthy, will
make good caretakers, will make good teachers, and so on. But
people cannot intuitively know if taking certain herbs will
increase memory, for example, or whether playing music to
newborns makes them more intelligent, or whether mental ill-
ness results from too much or too little of a certain brain
chemical.

One of this textbook’s most important goals is to provide

For God's sake, think! Why is he being so nice to you?” a basic education about the methods of psychological science
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for students whose only exposure to psychology will be through an introductory
course. Readers will become psychologically-literate, with a good understanding
of the major issues, theories, and controversies and the ability to apply that learn-
ing in a wide variety of settings. Psychologically literate people will also avoid com-
mon misunderstandings about psychological science. Although psychologists make
important contributions to understanding and treating mental illness, most psy-
chological science has little to do with such therapeutic clichés as couches and
dreams. Instead, it is about understanding mental activity, social interactions, and
how people acquire behaviours. To understand what makes you tick and what
makes other people tick, you need a basic operating manual for the human mind
and human behaviour, a manual provided by psychological science.

Psychological Science Requires Critical Thinking

One of the hallmarks of a good scientist—or a savvy consumer of scientific
research—is amiable skepticism, which involves a wariness of dramatic new scien-
tific findings in the absence of convincing evidence, as well as an openness to
new ideas when good evidence and sound reasoning support them. An amiable

The ability to think in this way is often referred to as critical thinking—
a systematic way of evaluating information to reach reasonable conclusions. In
other words, the term critical thinking “is used to describe thinking that is pur-
poseful, reasoned, and goal directed—the kind of thinking involved in solving
problems, formulating inferences, calculating likelihoods, and making decisions,
when the thinker is using skills that are thoughtful and effective for the partic-
ular context and type of thinking task” (Halpern, 2003, p. 6). Being a critical
thinker involves considering alternative explanations, looking for holes in evi-
dence, and using logic and reasoning to see whether the information makes sense.
[t also involves considering whether the information might be biased, such as by

ersonal or political agendas. Critical thinking_
H Most people are quick to question information that does

not fit with their worldviews, but as an educated person you also need to think
critically about other information—perhaps especially the information that veri-
fies your preconceptions. After all, you may be least motivated to think critically
when evaluating such information.

Does eating too much sugar cause children to become hyperactive? Many
people believe this connection has been established scientifically, but in fact a
review of the scientific literature reveals that the relationship between sugar con-
sumption and hyperactivity is essentially zero (Wolraich, Wilson, & White, 1995).
Many people will argue that they have seen with their own eyes what happens
when children eat large amounts of sweets. But consider the contexts of such
first-hand observations. Might the children have eaten lots of sweets when they
were at parties with many other children? Might the gatherings, rather than the
sweets, have caused the children to be very excited and active? People often let
their beliefs and their biases determine how they label observations: The highly
active children’s behaviour, viewed in connection with the eating of sweets,

becomes an example of sugar-induced hyperactivity. A critical thinker .
and

As you read this book, you will learn how to separate the believable from
the incredible. You will learn to spot badly designed experiments, and you will
develop the skills necessary to critically evaluate claims made in the popular media.

How Can We Apply Psychological Science?

critical thinking A systematic way of

evaluating information to reach reasonable

conclusions.
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FIGURE 1.24 Think Critically: The
Mozart Effect A much publicized research
study done in the early 1990s concluded that
infants benefited from the “Mozart effect,”
and many products play on the assumption
that babies benefit from hearing music. This
Baby Einstein rocking chair can connect to CD
players or iPods, enabling parents to develop
music programs for their childen. In 2009,
following the publication of research revealing
that Baby Einstein products do not foster
intellectual development, the company agreed
to refund the purchase price of some of its
products. Can you think of any other products
that promise to enhance their user's intelli-
gence and whose effectiveness we might
similarly question?
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The information in this book also provides a state-of-the-
art background in psychological science, helping you form
a better idea of whether a claim is consistent with current
knowledge in psychology. The media love a good story, and
findings from psychological research are often provocative.
Unfortunately, media reports can be distorted or even flat-
out wrong. Throughout your life, as a consumer of psycho-
logical science you will need to be skeptical of overblown
media reports of “brand new” findings obtained by “ground-
breaking” research.

Consider, for instance, a study conducted by a cognitive
psychologist that found playing Mozart to research par-
ticipants led them to score slightly higher on a test loosely
related to intelligence. The media jumped onto the so-called
Mozart effect with abandon; the result has been that many
parents determinedly play Mozart to young infants—and
even to fetuses (FIGURE 1.24). Indeed, governors of two U.S. states instituted pro-
grams that provided free Mozart CDs to every newborn. Websites make bold claims
about the power of Mozart, including fantastical assertions that listening to Mozart
can cure neurological illness and other maladies. To understand the true power of
Mozart for the developing mind, we need to step back and critically evaluate the
research underlying the Mozart effect.

In 1993, researchers played the first 10 minutes of the Mozart Sonata for Two
Pianos in D Major (K. 448) to a group of university students. Compared with stu-
dents who listened to relaxation instructions or who sat in silence, those who heard
Mozart performed slightly better on a task that involved folding and cutting paper,
a task that was part of a larger overall measure of intelligence. This modest increase
lasted for about 10 to 15 minutes (Rauscher, Shaw, & Ky, 1993). However, subse-
quent research largely failed to get the same results, even when using a similar
research design. Having carefully reviewed the studies testing the Mozart effect,
the American psychologist Christopher Chabris (1999) concluded that listening
to Mozart is unlikely to increase intelligence among listeners. According to Chabris,
listening to Mozart appears to enhance only certain types of motor skills, not meas-
ures more commonly associated with intelligence. Another important question from
a critical thinking perspective is whether it was the music or some other aspect of
the situation that led to better performance on the folding and cutting task. A team
of Canadian researchers has shown that the effect may occur simply because lis-
tening to music is more uplifting than sitting in silence or relaxing, and therefore
the increase in positive mood is largely responsible for better performance
(Thompson, Schellenberg, & Husain, 2001). Recall from earlier in this chapter that
music has been shown to affect mood and cognition.

Also note that all the studies to date have been conducted on university stu-
dents, yet all the publicity focuses on whether listening to Mozart increases infants’
intelligence. Most likely it does not. Of course, experiences during early life are
important; but most of the claims about music go way beyond the data. Now that
you are a bit more informed, what do you think?

A wide range of evidence shows that people can learn to improve how they
think. For instance, before they have taken a psychology course, many students
have false beliefs, or misconceptions, about psychological phenomena. One such
false belief is that people use only 10 percent of their potential brain power. (More
misconceptions will be discussed in Chapter 2,“R esearch Methodology.”) In an exem-

plary study, Kowalski and Taylor (2004) found that students who employ critical thinking



skills will complete an introductory course with a more accurate understanding of psy-
chology than that of students who complete the same course but do not employ the
same skills. As you read this book, attend to the critical thinking skills and apply these
skills in your other classes, your workplace, and your everyday life.

Psychologists Adhere to a Code of Ethics

As will be discussed in Chapter 2, ethics is central to psychological science, and all
psychologists adhere to a code of ethical behaviour. The Canadian Psychological
Association (CPA) publishes a code of ethics that all of its members must respect.
The ethical code includes respecting the dignity of all people, caring for them with
competence, and maintaining proper relationships with them, while acting in ways
that are responsible to society. The psychological associations in many countries
around the world have similar codes of ethics.

Many scientific and societal changes are creating new ethical dilemmas for psy-
chologists and for people in related fields such as medicine and anthropology. Some
of the new ethical dilemmas arise from the biological revolution, which is causing
psychologists to rethink the ethical use of drug therapies, the use of psychological
data in the courtroom, and the need for new privacy laws for both data on DNA
and the results of brain imaging. The line between right and wrong is often a fine
one, because these dilemmas are created by rapid changes in what we know about
psychology. In each chapter of this book, an “On Ethics” section discusses a spe-
cific ethical dilemma, providing the background information and outlining the
problem. As a reader and critical thinker, you are encouraged to consider the pos-
sible solutions in each case.

Psychology Is Relevant to Every Person’s Life

Sometimes people ask why they need to study psychology. After all, the material
is just common sense, right? The answer is no. Sometimes, as noted earlier about
misconceptions, the results are surprising and run counter to common beliefs. For
example, many people at least initially reject the idea that some of what they think,
feel, and do is determined by unconscious influences; but hundreds of studies show
that such influences happen. We have no conscious knowledge of what is happen-
ing in our brains in the first fraction of a second when we see a baby’s face, but
we are attending to that baby’s face differently than we attend to an adult’s face
(Kringelbach et al., 2008). Throughout this book you will read many such exam-
ples of psychology’s surprising nature.

Perhaps the most important reason for studying psychology is that its insights
are critical in almost every sphere of our lives and its content—in explicating how
humans think, feel, and behave—is universal. It can help us be better parents,
understand how our siblings affect our development, work more effectively in
groups, and relieve chronic pain, just to name a few examples. As the world
becomes smaller, as the Internet extends its reach, and as more people travel to
farther places to visit, study, and live, we are moving toward a psychology of all
people. Around the world, the popular press covers the topics you will learn about
in this book: advances in the brain sciences, how DNA is being used to identify
people with particular disorders and cure them of these disorders, how advances
in the understanding of the sensory systems are helping people see and hear bet-
ter, how the new knowledge of taste is being used to create new recipes, how
group behaviour can be understood, how the debilitating effects of depression can
be alleviated, how memory can be maintained as we age. The list is virtually endless,

How Can We Apply Psychological Science?

Real World
PSYCHOLOGY

29



30

CHAPTER 1:

Introduction

but it encompasses important knowledge for helping people lead happier and
healthier lives and for creating a healthier and better planet for all of us.
Psychological science is about all of us—and therefore about you. We, the authors,
invite you to enjoy this book!

SUMMING UP
How Can We Apply Psychological Science?

Psychological science’s content is of interest and value to many professions.
Perhaps for this reason, psychology is one of the most popular majors on many
university campuses. Although most people function as intutitive psychological
scientists, many of our intuitions and beliefs are wrong, so we need to-
stand the research methods psychologists use and to think critically about
_ Psychologists in most places of the world adhere to strict
codes of ethics that regulate how they act toward others and how they con-
duct research. New advances—in science, in society—have created new ethi-
cal dilemmas in psychology. The findings from psychological science are relevant
to every person’s life.

MEASURING UP

1. Critical thinking is
a. criticizing the way other people th|nk
B using specific thinking skills to reach reasonable conclusions
c. questioning everything you read or hear and refusing to believe anything
you have not seen for yourself
d. becoming an authority on everything so you never have to rely on other
people’s judgments

2. Psychology is relevant
a. in those parts of the world where it is a well-developed science
B in all aspects of life
c. for people who are naturally inquisitive
d. for the mentally ill but not for people who are mentally healthy

CONCLUSION
Psicholoiical scientists use the methods of science to

across difterent levels of analysis. Psychologists have replaced the age-
old question about whether a trait or behaviour is due to nature or nurture with

the idea that nature and nurture cannot be separated. The rich history of psychol-
ogy 1s marked by various schools of thought. The founders of psychology grap-
pled with questions such as How can we understand the mind? How does the brain
Sfunction? How many of our traits are predetermined by our genes? How do our personali-
ties affect our lives? What social forces influence personal decisions?

The concept of natural selection, developed by Darwin over a century ago, is
an integral part of psychological science because to understand a particular behav-
iour, psychologists first must understand what advantage led humans to evolve that
behaviour. Did this behaviour solve a problem for our evolutionary ancestors? Once
psychologists gain a sense of what a behaviour is for, they can better investigate















how it works. These processes remain at the forefront of psychological research
today as scientists seek to unravel the mysteries of brain, mind, and behaviour. The
basic questions apply to

Furthermore, research across the multiple levels of analysis is invigorating psy-
chological science and providing new insights into age-old questions. In the
following chapters, you will practise the skills of critical thinking and ponder eth-
ical dilemmas.You will learn not only how psychological science operates but also

many remarkable things about the brain, the mind, and behaviour. It might just be
one of the most fascinating explorations of your life.

Conclusion
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B CHAPTER SUMMARY

What Are the Seven Themes of Psychological Science?

e Psychology Is an Empirical Science: Psychological science relies
on empirical evidence as a way of knowing about how we think, feel,
and behave.

e Nature and Nurture Are Inextricably Entwined: Nature and nur-
ture depend on each other, and their influences cannot be separated.

e The Brain and Mind Are Inseparable: Older dualist notions about
the separation of the brain and mind have been replaced with the idea
that the (physical) brain enables the mind; brain and mind cannot be
separated.

e A New Biological Revolution Is Energizing Research: The sci-
entific knowledge of brain activity has been enhanced by the discovery
of more neurotransmitters. Mapping of the human genome has fur-
thered genetics’ role in analyzing both disease and behaviour.
Tremendous advances in brain imaging have revealed the working
brain. These advances are changing how we think about psychology.

e The Mind Is Adaptive: The brain has evolved to solve survival prob-
lems and adapt to environments. Many modern behaviours are by-
products of adaptation.

e Psychological Science Crosses Levels of Analysis: Psychological
scientists examine behaviour from various analytical levels: biological
(brain systems, neurochemistry, and genetics), individual (personality as
well as perception and cognition), social (interpersonal behaviour), and
cultural (within a single culture and across several cultures).

e We Often Are Unaware of the Multiple Influences on How We
Think, Feel, and Act: Hundreds of studies show that subtle events in
the environment can change how we think, feel, and act without our
awareness of the way they influence us.

How Did the Scientific Foundations
of Psychology Develop?

e Experimental Psychology Begins with Structuralism: Although
psychology’s intellectual history dates back thousands of years, psychol-
ogy began as a formal discipline in 1879, in Wilhelm Wundt’s laborato-
ry in Germany. Using techniques of introspection, scientists attempted
to understand conscious experience by reducing it to its structure.

¢ Functionalism Addresses the Purpose of Behaviour: According to
functionalists, the mind is best understood by examining its functions,
not its structure.

e Gestalt Psychology Emphasizes Patterns and Context in
Learning: The assertion that the whole experience (the gestalt) is
greater than the sum of its parts led to an approach emphasizing the sub-
jective experience of perception.

e Women Made Pioneering Contributions to Psychology:
Women’s early contributions to psychological science, such as the
achievements of Mary Calkins, Margaret Washburn, and Emma S. Baker,
have been underacknowledged.

e Freud Emphasized the Power of the Unconscious: The psycho-
analytic assumption that unconscious processes are not readily available
to our awareness but influence our behaviour had an enormous impact

on psychology.

Discoveries t!at !e!aviour 15 c!angc! !y 1ts consequences cause! !e!av—

iourism to dominate psychology until the 1960s.

e Cognition Affects Behaviour: The computer analogy of the brain
and the cognitive revolution led to the information processing
perspective.

e Social Situations Shape Behaviour: Work in social psychology has
highlighted how situations and other people are powerful forces in shap-
ing behaviour.

e Psychological Therapy Is Based on Science: Scientific research
over the course of the twentieth century taught psychological scientists
that there is no universal treatment for psychological disorders. Instead,
difterent treatments are effective for different disorders.

How Can We Apply Psychological Science?

e Psychological Knowledge Is Used in Many Professions: Because
psychology focuses on human behaviour, it is of interest to many stu-
dents and professionals and is used in virtually every profession.

e People Are Intuitive Psychological Scientists: Humans naturally
explain and predict others’ behaviour, but biases and prejudices often
lead to wrong conclusions, so we need to use scientific methods.

e Psychological Science Requires Critical Thinking: The use of
critical thinking skills will improve how we think. Skepticism, an impor-
tant element of science, requires a careful examination of how well evi-
dence supports a conclusion. Using critical thinking skills and
understanding the methods of psychological science are important for
evaluating research reported in the popular media.

e Psychologists Adhere to a Code of Ethics: In most countries, psy-
chologists are governed by a code of ethics. These codes require psy-
chologists to treat people with respect and dignity and to show utmost
concern for people’s safety.

e Psychology Is Relevant to Every Person’ Life: Psychology can
help us be better students, parents, employees and employers, team
members, peacemakers, and more. The field is broad with applications to
all areas of life.
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PRACTICE TEST

. When you mention to your family that you enrolled in a psychology
course, your family members share their understanding of the field.
‘Which comment best reflects the nature of psychological science?
“You're going to learn how to get in touch with your feelings.”
b. “The concept of ‘psychological science’ is such an oxymoron. It is
impossible to measure and study what goes on in people’s heads.”
B I think you'll be surprised by the range of questions psycholo-
gists ask about the mind, the brain, and behaviour, not to mention

»
way I am.

. Match each definition with one of the following ideas from evolu-

tionary theory: adaptations, natural selection, survival of the fittest.

a. Gene mutations that endow physical characteristics, skills, and
abilities can increase an organism’s chances of survival and of
reproduction. 1

b. Individuals better adapted to their environment will leave more
offspring. 3

c. Organisms’ adaptive random mutations are passed along, and o
mutations that hinder both survival and reproduction are not.

. Titles of recent research articles appear below. Indicate which of the

four levels of analysis—cultural, social, individual, or biological—each

article likely addresses.

a. Achievement motivation in adolescents: The role of peer climate
and best friends (Nelson & DeBacker, 2008) social

b. Circadian affective, cardiopulmonary, and cortisol variability in
depressed and nondepressed individuals at risk for cardiovascular
disease (Conrad et al., 2008) bio

c. Schooling in Western culture promotes context-free processing
(Ventura et al., 2008) culture

d. Severity of physical aggression reported by university students: A
test of the interaction between trait aggression and alcohol con-
sumption (Tremblay, Graham, & Wells, 2008) indi

. True or [ Psychology as a field of inquiry developed almost
exclusively from Western thinking.

. Indicate which school or schools of thought each of the following

scholars is associated with: John Dewey, Withamrfarres; Wolfgarg

Kohter, KurtEewim-GeorgeMitter; B. E Skinner, Edward Titchener,
Edward Tolman, John B. Watson, Max-Werthermmer Wathehm Wromdt:

a.Wilhelm Wundt
b.William James
c.founded by Max Wertheimner and
expanded by Wolfgang
d. Skinner, Watsson
e.George Miller & Edward Tolman
f.Kurt Lewin

a. structuralism
b. functionalism
c. Gestalt

d. behaviourism
e. cognitive

f. social

6. Match each description with one of the following theoretical ideas:

field theory, information processing theory, introspection, phenome-

nological approach, stream of consciousness.

a. a systematic examination of subjective mental experience that
requires people to inspect and report on the contents of their
thoughts introspection

b. the interaction of biology, habits, and beliefs with environments to
create behaviour field theory

c. examining the totality of subjective conscious experience phen

d. a continuous series of ever-changing thoughts stream

e. the view that the brain takes in information as a code, processes
it, stores relevant bits, and retrieves stored information as required

. Imagine you have decided to seek mental health counselling. You

mention this to a few of your friends. Each friend shares an opinion

with you. Based on your understanding of psychological science,

which friend offers the strongest advice?

a. “I wouldn’t bother if I were you. All therapy is a bunch of
psychobabble.”

b. “I know a therapist who uses this really cool method that can fix
any problem. Seriously, she knows the secret!”

Bl That’s great! Psychologists do research to figure out which inter-
ventions are most helpful for people with different concerns.”

d. “Well, I guess if you like relaxing on couches and talking, you
might get a lot out of therapy.”

. Which of the following practices are hallmarks of critical thinking?

Check all that apply.

. Your brother reads that research shows eating ice cream makes peo-

ple more intelligent. He starts downing a pint of ice cream every day

to increase his intelligence. To help your brother better understand

this claim (and avoid obesity), which of the following questions

would you ask? Check all that apply.

a. “Does the article mention how much ice cream people had to
eat to become more intelligent?”

B “Does the article say how the researchers measured intelligence?”

c. “Does the article mention whether the person who conducted
the research is a famous scholar?”

Bl wonder how the researchers designed the study. Were they
doing good science?”

B “I'd want to know who sponsored the study. Would you believe
these results if the study was paid for and conducted by
researchers at the world’s largest ice cream company?”

PSYCHOLOGY AND SOCIETY

. Review the seven themes of psychological science. Write a brief
essay about which two or three themes you are particularly excited
to learn about during this course. Be sure to explain your interest in
those themes.

@ Find more review materials online at www.wwnorton.com/psychologicalscience.

. Make a list of your roles (e.g., student, parent, activist) and interests

(e.g., sports, computers, music). Describe at least one way psychology
is relevant to each role and interest.

The answer key for all the Measuring Up exercises and the Practice Tests can be found at the back of the book.
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Research Methodology

when the working day is done
girls—they want to have fun
oh girls just want to have fun . . .

—Cyndi Lauper, “Girls_Just Want to Have Fun”
(released 1981; lyrics by Robert Hazard)

THESE LYRICS FROM CYNDI LAUPER'S SMASH HIT, which made it onto the Top 10 list in
15 countries and has been described as a “feminist anthem” for the 1980s, may seem like
a strange opening for a chapter on research methodology. But the lyrics of “Girls Just Want
to Have Fun,” like those of most popular songs, tell a story about the way people think, feel,
and behave in specific social contexts. In this case, the story is about the thoughts and
feelings of women when they finish a day at work. (Women, rather than girls, because except

What Is Scientific Inquiry? = Random Assignment Is Used to Establish m Research with Animals Provides

= The Scientific Method Depends on Equivalent Groups

Theories, Hypotheses, and Research

Important Data

= Critical Thinking Skill: Recognizing That
Large Samples Generate More Reliable
Results Than Small Samples

m There Are Ethical Issues to Consider
= Unexpected Findings Can Be Valuable

How Are Data Analyzed and Evaluated?
What Are the Types of Studies in

Psychological Research? Good Research Requires Valid, Reliable,

What Are the Data Collection Methods of =

Psychological Science? and Accurate Data

= Descriptive Studies Involve Observing and

Classifying Behaviour "

m Correlational Designs Examine How
Variables Are Related

= An Experiment Involves Manipulating
Conditions

m Critical Thinking Skill: Understanding the
Limitations of Correlational Research and
the Effects of Confounds

Observing Is an Unobtrusive Strategy n

Case Studies Examine Individual Lives and
Organizations

Asking Takes a More Active Approach
Response Performance Measures
Information Processing

Body/Brain Activity Can Be Measured
Directly

Descriptive Statistics Provide a Summary

of the Data

= Correlations Describe the Relationships
between Variables

= |nferential Statistics Permit

Generalizations
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THEORY

Explanation based
on observations

l

HYPOTHESIS

Prediction based
on the theory

|

RESEARCH
Test of the hypothesis;

yields data,

which either...
support refute or fail to
the theory, support the theory,

which you then which you either

refine with new discard or revise
hypotheses (and then test your
and research revised theory)

—~—

>

or

FIGURE 2.1 The Scientific Method The
scientific method reflects a cyclical relation-
ship among a theory, a testable hypothesis (or
testable hypotheses) derived from the theory,
research conducted to test the hypothesis,

and adjustments to the theory as findings
prompt re-evaluation. A good theory evolves
over time, and the result is an increasingly
accurate model of some phenomenon.

LEARNING OBJECTIVE
Explain the differences among
theories, hypotheses, and
research.

scientific method A systematic procedure
of observing and measuring phenomena to
answer questions about what happens, when
it happens, what causes it, and why.

theory A model of interconnected ideas and
concepts that explains what is observed and
makes predictions about future events.
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CHAPTER 2: Research Methodology

in unusual circumstances, any female who is at work all day must be an adult.) The
idea of working women wanting to have fun probably came from repeated observa-
tions, by the lyricist or someone who inspired him, of real people saying and doing things
after work.

Of course, psychological researchers usually do not look to the lyrics of popular
songs for research ideas. Most researchers have more serious areas of interest, such
as understanding how the brain changes when a child or adult experiences a trau-
matic event, discovering the ways that people learn new information, finding effec-
tive treatments for mental disorders, or identifying the age at which children become
credible witnesses, to name just a few. But for the purposes of understanding the
principles of research methodology, we will use the description of female behaviour
heard by countless people around the world in this Billboard hit.

Suppose you were asked to analyze this song as your research project. What study
would you design to determine whether women just want to have fun after a day at work?
Whom would you select as participants for your study? How would you measure “fun”?
What theory would you be testing? This chapter addresses these sorts of questions.

During the last century, psychologists made many important discoveries about the
mind, brain, and behaviour. These discoveries emerged through careful scientific
research. The scientific method is systematic, which means that it proceeds in orderly
steps that are carefully planned. To answer research questions, scientists use objec-
tive procedures so that they can develop an accurate understanding of the phenom-
ena they study. (Phenomena are things that can be observed—the singular is
phenomenon.) An objective procedure is free from bias, so if another researcher uses
the same procedure with the same sample of people, he or she would expect the
same results.

As you read about research methods in the context of studying human behav-
iour, here are some key questions to keep in mind.

* What are the goals of research?

* What are the steps for conducting a research study?

* What kinds of ethical issues are involved in conducting research?

* How well do the data support the conclusion?

* Are there alternative explanations?

What Is Scientific Inquiry?

Scientific inquiry is

Scientific
inquiry has four basic goals] which correspond to describing what happens, pre-
dicting when it happens, controlling what causes it to happen, and explaining why it
happens. To be more confident in the conclusions drawn from their observations,
researchers in the various fields of science use a general approach known as the
scientific method, which is more objective than casual observations.

The Scientific Method Depends on Theories, Hypotheses,
and Research

Formally speaking, the scientific method reflects a dynamic interaction among three
essential elements: theories, hypotheses, and research (FIGURE 2.1). A theory is an
explanation or a model of how something in the world works, consisting of inter-
connected ideas and concepts. It is used to explain prior observations and to make
predictions about future events.









A good theory should generate a hypothesis (or multiple hypotheses), a spe-
cific, testable prediction about the outcome that would best support the theory.
If the theory is reasonably accurate, the prediction framed in the hypothesis should
be supported. To see how theories lead to testable hypotheses, imagine you are
beginning a study of the “women and fun” question discussed above.You theo-
rize that working women want to have fun because they need a break from the
monotony at work. To test this theory, you might hypothesize that women who
have more fun at work will less likely engage in fun activities after work than
those who have boring jobs.

Once you have developed hypotheses to test your theory, you must do
research, which involves the systematic and careful collection of data, or objec-
tive information that provides a test of whether the hypothesis—and ultimately,
the corresponding theory—is likely to be supported.To test the hypothesis about
women’s desire for fun after work, for example, you might ask women to rate
how much fun they have at work and how often they do something fun after
work. Or you could use brain imaging techniques to see if women who have
low levels of arousal when they perform work tasks (suggesting they are the most
bored while working) are most likely to exhibit fun-seeking behaviours when
they finish work for the day.

Once the research findings are in, you would return to the original theory
to evaluate the implications of the data that were collected. The findings
either support your theory or require that your theory be modified or dis-
carded. Then the process starts all over again, as good research reflects a cycli-
cal process whereby a theory is continually refined by new hypotheses and
tested by new research methods (FIGURE 2.2). Often, more than one theory
can explain human behaviour, so no single study can provide a definitive answer.
In general, we can have more confidence in scientific findings when research
outcomes are replicated. Replication involves repeating a study and getting
the same (or similar) results. When the results from two or more studies are
the same, or at least support the same conclusion, confidence in the findings
increases.

FIGURE 2.2 The Scientific Method in Action

Conduct research.

Focus on a theory.

Formulate a hypothesis.

hypothesis A specific prediction of what
should be observed in the world if a theory is

correct.

research Scientific process that involves the
systematic and careful collection of data.

data Objective observations or

measurements.

replication Repetition of an experiment to

confirm the results.

Analyze whether the data
support or refute the theory.
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You theorize that
working women want
to have fun because
they need a break from
the monotony at work.

You test your hypothesis
by selecting the most
appropriate research
method, such as asking
women to rate how much
fun they have at work
and after work.

You predict that women
who have more fun at
work will less likely
engage in fun activities
after work than those
who have boring jobs.

You analyze the data
using appropriate
statistical techniques

and draw conclusions.

If the data do not support
your theory, you either
discard the theory or

revise it (and then test
the revision).

Report results and embark

on further inquiry.

You submit results to

research journals and
present them at
conferences to share
them with the scientific
community. Then you
refine your theory with
further predictions

and tests.
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THEORIES SHOULD GENERATE HYPOTHESES How can we decide whether a
theory is good? When we talk about a good theory, we do not mean whether it
is likely to be supported by research findings. Instead, a good theory produces a
wide variety of festable hypotheses. For instance, in the early twentieth century, the
Swiss developmental psychologist Jean Piaget proposed a theory of infant and
child development that suggested that cognitive development occurs in a fixed
series of “stages,” from birth to adolescence. From a scientific standpoint, this was
a good theory because it led to a number of hypotheses regarding the specific
kinds of behaviours that should be observed at each stage of development. In the
decades since its proposal, the theory has generated thousands of scientific papers
(see Chapter 11, “Human Development”), and our understanding of child devel-
opment has been enhanced both by studies that supported Piaget’s stage theory
and by those that failed to support it.

In contrast, Piaget’s contemporary Sigmund Freud, in his famous treatise The
Interpretation of Dreams, outlined the theory that all dreams represent the fulfillment
of an unconscious wish. From a scientific perspective, Freud’s theory was not a good
one, because it generated few testable hypotheses regarding the actual function of
dreams. Researchers were left with no way to evaluate whether the wish fulfill-
ment theory was either reasonable or accurate, because unconscious wishes are, by
definition, not known to anyone, including the person having the dreams. Indeed,
on being presented with a patient’s dream that clearly contained no hint of wish
fulfillment, Freud went so far as to claim that the dreamer’s unconscious wish was
to prove his theory wrong!

Unexpected Findings Can Be Valuable

/ Research does not always proceed in a neat and orderly fash-
1 / x I ion. On the contrary, many significant findings are the result
| of serendipity—when researchers unexpectedly discover
—_—-r something important. For example, at Harvard in the late
1950s, the physiologists Torsten Wiesel of Sweden and David
Hubel of Canada recorded the activity of cats’ nerve cells in
brain areas associated with vision. They were studying how
information travels from the eye to the brain, and they had
hypothesized that certain cells in the visual portion of the

brain would respond when the cats looked at dots. After
much disappointing work that produced no significant activ-
ity in these cells when the cats viewed slides of dot patterns,
the projector suddenly jammed between slides, and the cells
unexpectedly began to fire at an astonishing rate. The jammed
slide had produced a visual “edge” on the screen, leading
Wiesel and Hubel to discover that instead of responding to
simple dots, the cells in question respond to lines and edges.
They received a Nobel Prize for this serendipitous finding.
Although this is an example of serendipity, it would be a mis-
take to think that Wiesel and Hubel were merely lucky folks
who stumbled onto a groundbreaking discovery that led to
a Nobel Prize. They followed up on their unexpected find-
ing, investing a lifetime of hard work into understanding the
implications of the rapid firing of brain cells in response to
straight lines but not to other types of visual stimuli.




SUMMING UP

What Is Scientific Inquiry?

Our subjective beliefs, such as intuitions, can be useful in suggesting research ques-
tions, but they are often biased or based on limited information. To explain behav-
iour, scientists must use objective, systematic procedures to measure it. The four
goals of psychological science are to describe (what), predict (when), control (what
causes), and explain (why) behaviour and mental activity. The empirical process is
based on the use of theories to generate hypotheses that can be tested by collect-
ing objective data through research. Theories in turn must be adjusted and refined
as new findings confirm or disconfirm the hypotheses. Good theories will generate
several testable hypotheses. Unexpected findings can suggest new theories.

MEASURING UP

1. How are theories, hypotheses, and research different?

a. Theories ask questions about possible causes of thoughts, emotions,
and behaviours; hypotheses provide the empirical answers; and research
is used to prove that theories are correct.

B Theories are broad conceptual frameworks, hypotheses are derived from
theories and are used to design research that will support or fail to sup-
port a theory, and research is a test of the hypotheses.

c. Theories are assumed to be true, hypotheses need to be tested with
appropriate experiments, and research is the final step.

d. Theories do not require data for their verification because they are
abstract, hypotheses depend on experimental findings, and research uses
human participants to test theories and hypotheses.

2. How does psychological research differ from relying on personal experience
or intuition as a way of understanding thought, emotions, and behaviour.

a. Personal experience is the most objective method for understanding
thoughts, emotions, and behaviours.

b. Carefully designed research is the most objective method for understand-
ing thoughts, emotions, and behaviours.

c. Research provides theoretical answers that are best verified through
individual experience.

What Are the Types of Studies
in Psychological Research?

Once a researcher has defined a hypothesis, the next issue to be addressed is the
type of study design to be used. There are three main types of designs: descriptive,
correlational, and experimental. These designs differ in the extent to which the
researcher has control over the variables in the study and therefore in the extent
to which the researcher can make conclusions about causation. All research involves
variables. A variable is anything that can be measured and that can vary; the term
variable can refer to something that the experimenter either measures or manipu-
lates. For instance, some of the variables a researcher might use in a study of whether
women want to have fun after work include number of hours worked, how much
fun the women have at work, what they say they want to do after work, what they
actually do after work, whether they rate what they do as having fun, and so on.

LEARNING OBJECTIVES
List the advantages and
disadvantages of different
research methods.

Explain why random assignment is
important when designing
experiments.

variable Something in the world that can be
measured and that can vary.
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naturalistic observation A passive
descriptive study in which observers do not
change or alter ongoing behaviour.

participant observation A type of
descriptive study in which the researcher is
actively involved in the situation.
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Researchers must define variables in precise ways that reflect the methods used
to assess them. They do this by using operational definitions, which identify and
quantify variables so they can be measured. For example, in studying whether
women want to have fun after work, how would you define and quantity
“wanting to have fun” to judge whether it is affected by how boring a woman’s
job is or how many hours a woman works? One option is to ask a group of
women as they leave work to use a rating scale in which 1 equals “I do not want
to have fun” and 10 equals “I want to have fun more than anything else in the
world.” In this example, the operational definition for how much a woman
wants to have fun would be the number between 1 and 10 that she assigns in
the after-work rating. This concrete definition would help other researchers know
precisely what is being measured, so they could replicate the research.
Alternatively, how much a woman wants to have fun could be inferred from her
after-work behaviour. For example, a researcher could have women rate differ-
ent activities—such as grocery shopping, taking a class, or dancing—based on how
much fun each activity is. Then, by asking a sample group of working women
to choose from among these activities after work and keeping track of the
women’s choices, the researcher could infer how many women wanted to have
fun after work.

Descriptive Studies Involve Observing
and Classifying Behaviour

Descriptive studies, sometimes called observational studies because of the

(FIGURE 2.3). For instance, an observer might take
notes on the types of foods that people eat in cafeterias, measure the time that
people spend talking during an average conversation, count the number and type
of mating behaviours that penguins engage in during their mating season, or
tally the number of times poverty or mental illness is mentioned during a par-

liamentary debate. Some researchers observe behaviour at regular time intervals,
spanning durations from as short as seconds to as long as entire lifetimes and
across generations. In this manner, the researchers can keep track of what research
participants do at particular points in time, and behaviours can be studied
that may take years to unfold, as in a study that tracks university graduates’ job
histories.

There are two basic types of descriptive studies. In naturalistic observation,
the observer remains separated from and makes no attempt to change the situ-
ation. By contrast, in participant observation, the researcher is involved in the
situation. An example of the latter was conducted by social psychologists who
joined a doomsday cult to see how the cult members would respond when the
world did not end on the date that was predicted by the cult (Festinger, Riecken,
& Schachter, 1956). Some problems with participant observation are related to
the observer’s losing objectivity and the participants’ changing their behaviour
if they know they are being observed. You can imagine, for example, how bar
patrons would respond if researchers entered the bar and announced they
were studying the behaviour of people who go to bars to meet potential dates.
Such an announcement would interfere with or might even eliminate the
behaviour being studied—in this case, the normal interactions that occur in
bars. Thus observers need to keep their objectivity and minimize their impact
on a situation.





Descriptive studies involve observing and classifying behaviour, either with no intervention
by the observer (naturalistic observation) or with intervention by the observer (participant
observation).

Advantages Especially valuable in the early stages of research, when trying to determine

whether a phenomenon exists. Takes place in a real-world setting.

Errors in observation can occur because of an observer’s expectations
(observer bias). Observer’s presence can change the behaviour being
witnessed (reactivity).

Disadvantages

Participant observation

Descriptive techniques are especially valuable in the early stages of research,
when researchers simply are trying to see whether a phenomenon exists. The
value of even the simplest observations should not be underestimated. We can
learn a great deal about behaviour by just watching and taking careful notes about
what we see. For example, if we observed seating patterns during lunch at two
high schools and found that at one school the lunch tables were racially segre-
gated but at the other school students sat in mixed-race groups, we would have
learned something valuable about racial behaviours at these two schools. We
would need different types of research designs to understand what causes stu-
dent groups to be segregated or integrated, but description would have proved
a good first step in documenting this phenomenon.

Some studies are designed specially to examine the developmental changes that
occur over time—sometimes with the goal of watching changes unfold naturally
as in a descriptive design, but other times to see how different interventions aftect
future development. Longitudinal studies are one type of developmental design
(FIGURE 2.4). For example, if you wanted to know how intellectual abilities change
over the adult years, you could assess the abilities of a group of young adults, then
reassess them every five years, as they progressed toward old age. Alternatively, you
could assess the intellectual abilities of young adults and old adults and compare
their scores on various measures of intellectual ability. This latter sort of research
design, comparing different groups to make inferences about both, is known as
cross-sectional studies (FIGURE 2.5). Like all research design choices, each of these meth-
ods has advantages and disadvantages. Longitudinal designs provide information
about the effects of age on the same people, but they are expensive, they take a
long time, and they can be jeopardized when (not if) some participants drop out
of the experiment over time. By contrast, cross-sectional designs are faster and less
expensive, but they include the possibility that some unidentified variable is
responsible for any difference between the groups. In the example above, the older

FIGURE 2.3 Descriptive Studies

(left) Employing naturalistic observation, the
primatologist Jane Goodall observes a family
of chimpanzees. Animals will more likely act
naturally in their native habitats than in
captivity. (right) The University of British
Columbia evolutionary psychologist and
anthropologist Joe Henrich has conducted
studies using participant observation among
the Machiguenga in the Peruvian Amazon,
Mapuche Farmers in rural Chile, and Yasawan
villagers (pictured) in Fiji.

FIGURE 2.4 Longitudinal Studies The
Up series of documentary films is an ongoing
longitudinal study that since 1964 has traced
the development of 14 British people from vari-
ous socio-economic backgrounds. New mate-
rial has been collected every seven years
starting when the participants were seven
years old. Here, three participants—Jackie,
Sue, and Lynn—are pictured from the latest
film, 49 Up.

Longitudinal studies involve observing
and classifying developmental changes that
occur in the same people over time, either
with no intervention by the observer or with
intervention by the observer.

Advantages Provide information about the
effects of age on the same people, allowing
researchers to see developmental changes.

Disadvantages Expensive, take a long time,
and may lose participants over time.
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Cross-sectional studies involve
observing and classifying developmental
changes that occur in different groups
of people at the same time.

Advantages Faster and less expensive
than longitudinal studies.

Disadvantages Unidentified variables

may be involved (third variable problem,
discussed below).

FIGURE 2.5 Cross-Sectional Studies
Together, the young adults on the top and the
older adults on the bottom might participate
in a cross-sectional study.

observer bias Systematic errors in observation
that occur because of an observer's expectations.

experimenter expectancy effect Actual
change in the behaviour of the people or animals
being observed that is due to observer bias.

correlational study A research method that
examines how variables are naturally related in
the real world, without any attempt by the
researcher to alter them.

42 =

CHAPTER 2: Research Methodology

people might not have received the same amount or type of education as the
younger people, and this third variable might account for any differences between
the groups.

OBSERVER BIAS In conducting observation research, scientists must guard
against observer bias, systematic errors in observation that occur because of an
observer’s expectations. Observer bias can be especially problematic if cultural
norms favour inhibiting or expressing certain behaviours. For instance, if observers
are coding men’s and women’s facial expressions, they may be more likely to rate
female expressions as indicating sadness because they believe that men are less likely
to show sadness. Men’s expressions of sadness might be rated as annoyance or some
other emotion. Likewise, women might be rated as more assertive when exhibit-
ing the same behaviour as men, because in many societies women are generally
expected to be less assertive. Cultural norms can affect both the participants’
actions and the way observers perceive those actions.

Evidence indicates that observer bias can even change the behaviour being
observed, a phenomenon known as the experimenter expectancy effect. For exam-
ple, in a classic study conducted in the 1960s by the German-American social psy-
chologist Robert Rosenthal, university students trained rats to run a maze. Half the
students were told that their rats were bred to be very good at running mazes; the
other half were not given this expectation. In reality, there were no genetic difter-
ences between the groups of rats. Nonetheless, the rats trained by the students who
believed that their rats were bred to be fast maze learners did learn the task more
quickly. Thus these students’ expectations altered how they treated their rats, and
this treatment in turn influenced the speed at which the rats learned. The students
were not aware of their biased treatment, but it existed. Perhaps they supplied extra
food when the rats reached the goal box, or they gave the rats inadvertent cues as
to which way to turn in the maze, or they stroked the rats more often. This study
exemplified the principle, introduced in the first chapter, that some aspects of our
own behaviour are not under our conscious control. We are not always consciously
aware of the many factors that affect how we think, feel, and act. In this example,
students’ beliefs unconsciously aftected their behaviour (FIGURE 2.6).

To protect against experimenter expectancy effects, it is best if the person run-
ning the study is blind to, or unaware of, the study’s hypotheses. The study above, which
seemed to be about rats’ speed in learning to run through a maze, was actually designed
to study experimenter expectancy eftects. Researchers studying two different groups
of rats would want to protect against such effects by not telling students that the rats
came from different groups or to which group each rat belonged.

Correlational Designs Examine How Variables Are Related

A correlational stud

FIGURE 2.7). For exam-
ple, to study whether women who work longer than others want to have more
fun after work, a researcher might sample a group of working women and com-
pare the number of hours each woman worked to the way each woman rated
her desire to have fun using the 1 to 10 scale suggested above. In this scenario,
the goal would be to use the number of hours the women worked as a variable
that the researcher did not control. This study would not tell the researcher, how-
ever, if the number of work hours directly caused the desire to have fun. Why
not? A few potential problems prevent researchers from drawing causal conclu-
sions from correlational studies.







As discussed extensively in this chapter, different types of research methods play important
roles in the stories of psychological science. In each chapter of the book, Scientific Method
features will lead you through the steps of some of the most interesting experiments

and studies discussed in the text.

FIGURE 2.6 Scientific Method: Rosenthal’s Study of Observer Bias

Hypothesis: Research participants’ behaviour will be affected by experimenters’ biases.

Research Method:

€D One group of university students was B A second group of university students was
given a group of rats and told to train given a group of rats to train that
them to run a maze. were genetically the same as the first

group of rats, except the students were
told that the rats were bred to be very
good at running mazes.
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Results: The rats trained by the students who believed their rats were bred to be fast maze
learners did learn the task more quickly.

P

Conclusion: The results for the two groups of rats differed because the students’ biases
caused them to give off subtle cues that changed the rats’ behaviour.

Correlational studies are popular research designs because they rely on naturally
occurring relationships. Some research questions require correlational research designs
for ethical reasons. For example, suppose you want to know if soldiers who experi-
ence the horrors of war have more difficulty learning new tasks after they return
home than soldiers who did not experience traumatic combat. Even if you have a
theory that traumatic combat experiences cause later problems with learning, it would
be unethical to induce trauma in some soldiers so that you could compare those sol-
diers with others who were not traumatized. For this research question, you would
need to study the soldiers ability to learn a new task (e.g., computer programming)
and see if those who experienced traumatic combat performed less well when
learning this task (on average) than soldiers who did not experience traumatic com-
bat. This sort of study can be used to determine that two variables are associated
with each other (e.g., the horrors of war are associated with learning difficulties
later in life), a connection that enables the researchers to make predictions. In this
example, if you found the association you expected between combat experience
and learning difficulties, you could predict that soldiers who go into combat will
(again, on average) have more difficulty learning new tasks when they return than
soldiers who do not experience combat. Because your study drew on but did not
control the soldiers’ wartime experiences, however, you have not established a causal
connection.

What Are the Types of Studies in Psychological Research?
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Correlational studies examine how

variables are related, with no intervention |
by the observer.

Advantages Rely on naturally occurring
relationships. May take place in a real-world
setting.

Disadvantages Cannot be used to support
causal relationships (that one thing
happened because of the other). Cannot
show the direction of the cause/effect
relationship between variables (directionality
problem). An unidentified variable may be
involved (third variable problem).

FIGURE 2.7 Correlational Studies There
may be a correlation between the extent to
which parents are overweight and the extent
to which their children are overweight.

A correlational study cannot demonstrate the
cause of this relationship, such as including
biological propensities to gain weight, lack
of exercise, and high-fat diets.

directionality problem When researchers
find a relationship between two variables in a
correlational study, they cannot determine
which variable may have caused changes in
the other variable.

third variable problem When the
experimenter cannot directly manipulate the
independent variable and therefore cannot be
confident that another, unmeasured variable is
not the actual cause of differences in the
dependent variable.
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Another problem with correlational studies is in knowing the direction of the
cause/effect relation between variables. This sort of ambiguity is known as the direc-
tionality problem. Suppose some researchers surveyed a large group of people and
found that those who reported sleeping a great deal also reported having a lower
level of stress. Does reduced stress lead to longer and better sleep, or does sleep
reduce stress levels? Both scenarios seem plausible:

The Directionality Problem
Sleep (A) and stress (B) are correlated.
* Does less sleep cause more stress? (A — B)
or

* Does high stress cause less sleep? (B — A)

Another drawback with all correlational studies is the third variable problem.
Instead of variable A causing variable B, as a researcher might have assumed, it is pos-
sible that a third variable, C, caused A and B. How might this concept apply to the
issue of working women wanting to have fun? Women with a lot of energy might
be likely to work long hours and to want to have fun after work, but the women’s
high energy level causes both the long hours and the desire for fun. This third vari-
able, energy level (here, variable C), caused variations in the number of hours worked
(variable A) and how much the women wanted to have fun (variable B):

The Third Variable Problem
Working long hours (A) is correlated with wanting to have fun after work (B).
* Having high energy (C) causes working long hours. (C — A)
and

* Having high energy (C) causes wanting to have fun after work. (C — B)

Sometimes the third variable is obvious. For instance, if you were told that the more
churches there are in a town, the greater the rate of crime, you would not conclude
that churches cause crime, because obviously the population size of a city affects the
number of churches and the frequency of crime. But sometimes third variables are not
so obvious and may not even be identifiable. For instance, we have all heard that smok-
ing causes cancer. Suppose some genetic defect makes people more likely to smoke
and also more likely to get cancer. Indeed, recent evidence indicates that a particular
gene predisposes some smokers to develop lung cancer (Paz-Elizur et al.,2003). Recent
research supports the idea that, for at least some smokers, a genetic predisposition com-
bines with environmental factors to increase the probability that someone will smoke
and develop lung cancer (Thorgeirsson et al., 2008). This connection would exem-
plify a principle introduced in the first chapter, namely that nature and nurture
work together in ways that are often inseparable. In this case, the combination of a
genetic vulnerability and an action (smoking) may increase the likelihood of cancer.

In many other instances, people might erroneously believe there is a causal rela-
tionship between two variables when there is a correlation. Suppose the newspaper
reports that children who attend preschool are better readers in grade one than
those who do not. It is tempting to conclude that children are better readers in
grade one because they learned prereading skills in preschool. This explanation of
the data might be true, but so might another one: that children who attend
preschool have parents who are concerned with their academic success, and that
such parents probably read to their children and monitor their school work more



than parents who are less concerned with academic success (or less able to afford
preschool). How would you design a study to determine if attending preschool,
and not some other variable, caused higher reading scores?

The only way to know if attending preschool in itself makes children better read-
ers in grade one would be to find a representative sample of preschool-age children
and assign the children at random to either attend or not attend preschool. The
researcher would then assess the reading skills of children from both groups at the
end of first grade to see if the expected relationship was supported. This example
shows how difficult it often can be to randomly assign participants to groups. Most
parents want to decide if their children will attend preschool, and many parents
would not participate in an experiment that might keep their children out of pre-
school. Furthermore, good data show that preschool is an important experience for
young children, so it would be unethical to keep some children out of preschool.
If we were unsure about the benefits of preschool, researchers could conduct a ran-
dom assignment study (discussed below) to assess those benefits. Once the researchers
had a good indication that preschool is beneficial, the experiment would need to
end so that all the participating children could attend preschool.

Despite such potentially serious problems as these, correlational studies are widely
used in psychological science because they provide important information about
the natural relationships among variables, allowing researchers to make predictions.
For example, correlational research has identified a strong relationship between
depression and suicide, and therefore clinical psychologists often assess symptoms
of depression to determine suicide risk. Most research on psychopathology uses
the correlational method because it is unethical to induce mental disorders in peo-
ple to study the effects. Typically, researchers who use the correlational method use
other statistical procedures to rule out potential third variables and problems with
the direction of the effect. By showing that a relationship between two variables
holds even when potential third variables are taken into account, researchers can
be more confident that the relationship is meaningful.

An Experiment Involves Manipulating Conditions

In experimental research, the investigator has maximal control over the situation. An
experiment is a study in which the researcher manipulates one variable to examine
that variable’s effect on a second variable. In studying how the number of hours worked
aftects how much women want to have fun, you could manipulate whether partici-
pants work few or many hours, a variable that would require the co-operation of their
employer (who might also want to know the answer to this research question); you
would then ask all participants to rate how much they wanted to have fun after work.
A control (or comparison) group, consisting of women who do not work at all, would
allow you to compare two experimental (or treatment) groups (women who worked
few hours, say 5 hours a day, and women who worked many hours, say 10 hours a
day) to the control condition. Two experimental groups and one control group is just
one possible research design for this question. The variable that is manipulated (the
number of hours worked) is the independent variable, and the variable that is meas-
ured (how much women want to have fun after work) is the dependent variable.

The benefit of an experiment is that the researcher can study the causal rela-
tionship between the two variables. If the independent variable influences the
dependent variable consistently (for example, higher ratings for the desire to have
fun in the 10-hour group than in the 5-hour group, and higher ratings in the 5-
hour group than in the control group), then the independent variable is assumed
to cause the change in the dependent variable.

experiment A study that tests causal
hypotheses by measuring and manipulating
variables.

control (or comparison) group The
participants in a study that receive no
intervention or an intervention different from
the one being studied.

experimental (or treatment) group The
participants in a study that receive the
intervention.

independent variable In an experiment,
the condition that is manipulated by the
experimenter to examine its impact on the
dependent variable.

dependent variable In an experiment, the
measure that is affected by manipulation of
the independent variable.
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Although experiments allow us to infer cause, they are often criticized for being
artificial. In real life, for example, some people decide for themselves how many hours
they will work each day. Depending on the type of workplace you study, assigning
different numbers of working hours may be so artificial that you end up studying
something you had not intended, such as how women react when they are told how
many hours they must work. Alternatively, you could compare a group of women
who work part-time to a group of women who work full-time, with the predic-
tion that the women in the full-time group want to have fun more than those in
the part-time group. But unless you have assigned participants randomly to the var-
ious conditions, the possibility always exists that any difference you find derived from
pre-existing differences among the groups. Research design often involves a series
of choices: It means balancing the problems of taking people as they come with the
problems of creating an artificial environment for the experiment.

CRITICAL THINKING SKILL

Understanding the Limitations of Correlational
Research and the Effects of Confounds

Understanding the limitations of correlational research and how confounds
might affect the outcomes of studies is important when dealing with the
increasing amount of scientific information about ourselves and our world.
Knowing how to evaluate such information is an indispensable critical think-
ing skill. What should we believe? What should we ignore? These questions
are crucial because we often make important decisions for ourselves and for
society in direct response to conclusions we draw from science-based
research. The practical benefit of thinking critically about the methods of
psychological science is that doing so provides an invaluable basis for you
to be an informed consumer of scientific information.

While medical use of marijuana continues to be debated in the United
States, in Canada the Marihuana Medical Access Regulations, implemented
in 2001, permit access to marijuana for clearly defined conditions, such as
severe complications of cancer, epilepsy, and multiple sclerosis. But people’s
options about such use of the drug, which affect public policy debates, depend
largely on interpreting available scientific information about marijuana—
both its positive and negative aspects. For example, studies in Canada con-
tinue to explore marijuana use and its psychological effects, such as whether
it can trigger schizophrenia during adolescence and young adulthood (Hall
& Degenhardt, 2006). In another case, on March 3,2000, the New York Times
published an article that began: “In what is believed to be the first docu-
mented link between smoking marijuana and heart attacks, a study has found
that a middle-aged person’s risk of heart attack rises nearly fivefold in the
first hour after smoking marijuana” (Noble, 2000). The conclusion is clear:
Middle-aged people are at increased risk for a heart attack if they smoke
marijuana. But is the conclusion valid?

According to the article, the researchers who conducted the study took
brief case histories from 3,882 middle-aged heart attack patients. Of these,
124 were found to have been regular users of marijuana. Of these 124,
37 had smoked within the 24 hours preceding their attack, and 9 had
smoked within the actual hour. On the basis of this evidence, the researcher



suggested that there is a significantly increased risk of heart attack 8 1
within the first several hours after smoking marijuana. Lets con-
sider several important issues regarding these data—and the con- 4
clusions that we can draw.

First, the study looked only at people who had had heart attacks,
which is a non-randomized sampling technique. As a result, the find-  Relative risk
ings don’t pertain to all middle-aged people. Rather, the results gen-  of having a Baseling

eralize only to middle-aged people who have had heart attacks and heart attack
who smoke marijuana.To assess the risk of marijuana-induced heart

attacks in all middle-aged people, we would need to compare the 0.5 +
rates of heart attacks in the middle-aged population that smokes mar-
jjuana and in the middle-aged population that doesn’t. If the smok- 0

ing population shows a greater rate of heart attacks, then we should CallEeUE [aclicRs

advise middle-aged people to think twice before lighting up. But
even then, this would be a correlational rather than a true experi- FIGURE 2.8 Think Critically: The
mental design, and causality could not be established. Relation between Heart Attack Risk and
Second, we need to consider whether factors other than marijuana may ~ Marijuana Use This graph simply shows the
have influenced the rate of heart attacks for marijuana smokers. Did these relative‘risk of a“heart attack depen.ding.on
. . . hours since marijuana was smoked in this
patients do anything else near the time of the heart attack that may have Y T ———
contributed to—or fully caused—the cardiac event? One possibility might (isk during periods with no exposure to
be that the heart attack victims had gotten high prior to engaging in sex or  marijuana.) But does this graph actually show
exercise, two activities that can contribute to the occurrence of attacks. These  that smoking marijuana causes heart attacks?
possible confounds are examples of third variable problems that again pre-
vent any conclusions about causality. However, the Times article does not
make it clear whether or how the researchers treated this concern. As a result,
we again lack necessary information, and an informed reader will have seri-
ous doubts about the link between marijuana and heart attacks.
Critical thinkers might consult the original article, since media can dis-
tort the results of studies. The study appeared in the scientific literature fol-
lowing its report in the New York Times, and it indicates that the researchers
did their best to account for other behaviours in the sample, such as using
other drugs or having sex (Mittleman, Lewis, Maclure, Sherwood, & Muller,
2001). They conclude that the effects are real, even controlling for other
potential cause (FIGURE 2.8). However, significant problems with sampling
remain. The marijuana smokers were much younger (44 vs. 62), more likely
to be male, more out of shape, and more likely to smoke cigarettes. Could
other lifestyle factors in addition to drug use—such as diet, exercise, socio-

Hours since marijuana use

economic status, and regular physician checkups—be associated with heart
disease? What does this finding tell us about the cardiac risks of smoking
marijuana for adults in general?

ESTABLISHING CAUSALITY A properly performed experiment depends on rigor-
ous control, the steps taken to minimize the possibility that anything other than the

independent variable may affect the experiment’s outcome. A confound is anything ~ confound Anything that affects a dependent
that affects a dependent variable and may unintentionally vary between the study’ dif- ~ variable and may unintentionally vary between

ferent experimental conditions. When conducting an experiment, a researcher needs the experimental conditions of a study.

to ensure that the only thing that varies is the independent variable. Control thus rep-
resents the foundation of the experimental approach, in that it allows the researcher
to rule out alternative explanations for the observed data (FIGURE 2.9). For example, in
an experiment about working women who want to have fun, if the participants who
work 10 hours a day have more money than those who work 5 hours a day or those

What Are the Types of Studies in Psychological Research?

47



FIGURE 2.9 Experiments

population Everyone in the group the
experimenter is interested in.

sample A subset of a population.
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Experiments examine how variables are related when manipulated by researchers.
Advantages Can demonstrate causal relationships. Avoid the directionality problem.

Disadvantages Often take place in an artificial setting.

(1] (2] 3 (4] 5]
Researcher Researcher Researcher Researcher Conclusion
manipulates... randomly measures... assesses result.

assigns
subjects to...

The explanation
either supports
or does not support

Are the results
Control group in the control

group different

Independent Dependent the hypothesis. Are
variable or Variable ifrzotnr? et he results there confounds,
Experimental experimental which woqld lead
to alternative
group group?

explanations?

in the control group (who do not work at all), the differences among these groups in
their ratings of how much they want to have fun might depend on the amount of
money available for fun activities and not the hours worked. In this example, the num-
ber of hours worked might be confounded with how much money the women in each
group have to spend on fun activities, making it impossible to tell whether the num-
ber of hours worked or the amount of money is responsible for the ratings.

The more confounds and thus alternative explanations that can be eliminated,
the more confident a researcher can be that the independent variable produced
the change (or effect) in the dependent variable. For this reason, researchers have
to watch vigilantly for potential confounds, and as consumers of research, we all
need to think about confounds that could be causing particular results.

Random Assignment Is Used
to Establish Equivalent Groups

An important issue to be considered for any research method is how to select peo-
ple for inclusion in the study. Psychological scientists typically want to know that
their findings generalize, or apply, to people beyond the individuals in the study. In
studying working women’s desire for fun, for example, researchers would not be
interested in the behaviour of the specific women participating in the study; they
would want to discover general laws about human behaviour so they could predict
what women, in general, want to do after work. Such results would generalize to all
women who work. Other results, depending on the nature of the study, might gen-
eralize to all university students, to students who belong to sororities and fraterni-
ties, to everyone in the world, and so on.The group you want to know about is the
population; the subset of people who are studied is the sample. Sampling is the process
by which people from the population are selected for the sample. The sample should
represent the population, and the best method for making this happen is random sam-
pling, in which each member of the population has an equal chance of being cho-
sen to participate. Most of the time, a researcher will use a convenience sample, which,
as the term implies, is a sample of people who are conveniently available for the study.
Even if you wanted your results to generalize to all students in your country or in
the world, you would, realistically, probably use a sample from your own university
and hope that this sample represented all students in your country and beyond. It



1s important for researchers to assess how well their results generalize to other sam-
ples (Henrich, Heine, & Norenzayan, 2010). For many topics studied in psychology
(e.g., the structure of personality [discussed in Chapter 13] and sex differences in
some mating preferences [Chapter 9]), the findings appear highly similar regardless
of the sample used. For many other topics studied (e.g., the Mueller-Lyer illusion
[Chapter 5] and the self-concept [Chapter 13]), the results obtained from samples
of North American university students do not replicate to other populations. Indeed,
they often look quite different from those obtained with other populations.

Even with random sampling, one likely confound is pre-existing difterences
between groups that are assigned to different conditions. An example of this situ-
ation was presented above, with the possibility of studying women who work part-
time and women who work full-time; such an experiment would be more realistic
than one in which women were assigned at random to groups that worked different
numbers of hours, but it would have the problem of pre-existing group differences.
When the groups are not equivalent because participants differ between conditions
in unexpected ways, the condition is known as selection bias. For instance, in the
study of working women wanting to have fun, suppose you have two experimental
conditions described above—a group assigned to work 10 hours
a day and a group assigned to work 5 hours a day. What hap-
pens if the women assigned the 10-hour workday are older than
those assigned the 5-hour workday? Will age differences likely
aftect what people want to do after work? How would you know
if the people in the difterent conditions of the study are equiv-
alent? You could match each group for age, assigning an equal
number of women in their 20s, 30s, 40s, and 50s to each group,
but you can never be sure that you have assessed all possible
factors that may differ between the groups.

The only way to make the groups’” equivalency more likely
is to use random assignment, in which each potential research
participant has an equal chance of being assigned to any level
of the independent variable. (The groups are sometimes called :
. . . in your country)
levels; in this case, the three levels would be not working, work-
ing 5 hours, and working 10 hours.) Perhaps you would have par-
ticipants draw numbers from a hat to determine who was assigned
to the control group (no-work group) and to each experimen-
tal group (5-hour workday group and 10-hour workday group).
Of course, individual difterences are bound to exist among par-
ticipants. For example, any of your groups might include some
women who have children and some women who do not—a
variable likely to influence what women want to do after work—
as well as women whose incomes and education vary. But these
differences will tend to average out when participants are assigned
to either the control or experimental groups randomly, so that
the groups are equivalent on average. Random assignment balances
out known and unknown factors (FIGURE 2.10).

Meta-analysis is a type of study that, as its name implies, is an
analysis of multiple analyses, or studies that have already been
conducted. (The plural of meta-analysis is meta-analyses.) With
meta-analysis, many studies that addressed the same issue are

Control

combined and summarized in one “study of studies.” Suppose,
for example, that 10 studies had been conducted on men’s
and women’ effectiveness as leaders. Among these 10 studies,

Random sample

Taken at random from the
population (e.g., selecting
students from every school

Experiment

selection bias When participants in
different groups in an experiment differ
systematically.

random assignment The procedure for
placing research participants into the
conditions of an experiment in which each
participant has an equal chance of being
assigned to any level of the independent
variable.

meta-analysis A “study of studies” that
combines the findings of multiple studies to
arrive at a conclusion.

Population

Group you want to know about
(e.g., Canadian university students)

Convenience sample
Taken at random from
an available subgroup in
the population (e.g.,
students at your school)

@@ﬁ@

Random assignment

Participants are assigned at random to the
control group or the experimental group.

i fi

Control Experiment

FIGURE 2.10 Sampling For the results of an experiment to
be considered useful, the participants should be representative of
the population. The best method for making this happen is ran-
dom sampling, but most of the time researchers are forced to use
a convenience sample. Random assignment is used when the
experimenter wants to test a causal hypothesis.
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5 found no differences, 2 favoured women, and 3 favoured men. Researchers who
conducted a meta-analysis would not just count up the numbers of difterent findings
from the research literature. Rather, they would weight more heavily those studies that
had larger samples, because large samples are more likely to provide more accurate
reflections of what is true in populations. The researchers would also look at the size
of each effect, that is, whether each study found a large difference, a small difference,
or no difference between the groups being compared, in this case, women and men.
(The researchers who conducted such a meta-analysis on men’s and women’s eftec-
tiveness found no overall differences; Eagly, Karau, & Makhijani, 1995.) Because meta-
analysis combines the results of separate studies, many researchers believe that
meta-analysis provides stronger evidence than the results of any single study. As dis-
cussed earlier in this chapter, we can be more confident about results when the research
findings are replicated. Meta-analysis has the concept of replication built into it.

CRITICAL THINKING SKILL

R ecognizing That Large Samples Generate
More Reliable Results Than Small Samples

Given a thimbleful of facts, we rush to make
generalizations as large as a tub.

—Gordon Allport (1954, p. 8)

A general critical thinking skill related to sampling from populations is con-
sidering the size of the sample, or the number of participants in the study.
(FIGURE 2.11). As consumers of research, we need to understand which stud-
ies provide strong evidence and which are junk science, and the number of
participants in a sample is one critical difference between the two types of
study. The importance of sample size can be difficult to understand when you
think about it one way but easy to understand when you think about it a dif-
ferent way. First, read the following information and answer the questions:

A certain town is served by two hospitals. In the larger hospital, about 45
babies are born each day, and in the smaller hospital, about 15 babies are
born each day. As you know, about 50% of all babies are boys. The exact
percentage of baby boys, however, varies from day to day. Sometimes it may
be higher than 50% and sometimes lower.

1. For a period of 1 year, each hospital recorded the days on which more
than 60% of the babies born were boys. Which hospital do you think
recorded more such days?

a. the larger hospital

b. the smaller hospital

c. they would each record approximately the same number of days on
which more than 60% of the babies born were boys.

2. Which hospital do you think is more likely to find on any one day that
more than 60% of babies born were boys.

a. the larger hospital

b. the smaller hospital

c. the probability of having more than 60% of babies born being boys
on any day is the same for both hospitals

(Sedlmeier & Gigerenzer, 1997, p. 34; original problem posed
by Kahneman & Tversky, 1972)



Look carefully at both questions and the way you answered them. The
first question is about the number of days you would expect 60 percent or
more of the births to be boys, and the second is about what you would
expect on one specific day. If you answered like most people, you selected
option C for the first question and B for the second question. Both ques-
tions are about sample sizes, however, and the answer to both questions is B.
The smaller hospital has fewer births and therefore a smaller sample size,
and small samples are more variable, as you will see below. It may help to
think about a similar situation that you are more familiar with: tossing a coin.
Suppose you want to know if a coin is fair—that is, heads will appear as
often on the “up” side as tails when it is flipped. To demonstrate that the
coin is fair, you would toss it a few times to show that heads and tails each
come up about half the time. Suppose you flip it 4 times. Might you get 3
heads and 1 tail in 4 flips of a fair coin, when there is an equal chance of
getting a head or tail on each flip? It is not hard to see how heads and tails
might not appear equally if you flip a coin a few times. Now suppose you
flip the same coin 100 times.You probably would not get exactly 50 heads
and 50 tails, but just by chance you would get close to 50 for each. With
only 4 flips, it is quite possible that 75 percent of the flips could be all heads
or all tails just by chance. With 100 flips, that same 75 percent is very unlikely.

Can you see how this is the same problem as in the hospital scenario? The
smaller hospital is more likely to have some days when the percentage of boys
(or girls) is higher than 60 percent, even when the true number of girl and
boy babies in the population is approximately equal. It is easier to understand
this principle when thinking about any single day (question 2) than about the

FIGURE 2.11 Think Critically: Large Samples Are More Accurate Than Small
Samples If you wanted to compare how many women like going to the beach and how
many men do, but you only considered this small inset sample of seven people, you might
think that only women go to the beach! But looking at the big picture, you can see that is
clearly not the case.
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number of days (question 1), although the reasoning is the same.Variability is
discussed in more detail later in this chapter, but for now, you need to under-
stand that small samples are more variable than large samples.

The law of large numbers states that you get more accurate estimates of
a population from a large sample than from a small one. To apply this law
in an everyday context, suppose you are deciding which of two universi-
ties to attend. To help make this decision, you spend one day at each uni-
versity and attend one class at each.You like the professor you meet at one
of the universities much better than the professor you meet at the other.
Should this small sample of classes and professors influence your decision
about which university to attend? Can you see how results from such a
small sample could be very misleading? In planning a research project, as
in deciding how you feel about a place, you must consider the size of the
sample you are generalizing from.

SUMMING UP
What Are the Types of Studies in Psychological Research?

There are three main types of studies in psychological research: descriptive, corre-
lational, and experimental. In descriptive and correlational designs, researchers exam-
ine behaviour as it naturally occurs. These types of studies are useful for describing
and predicting behaviour, but they do not allow researchers to assess causality.
Correlational designs have limitations, including directionality problems (knowing
whether variable A caused variable B or the reverse) and the third variable prob-
lem (the possibility that a third variable is responsible for variables A and B). In an
experiment, a researcher manipulates the independent variable to study how it affects
the dependent variable. An experiment allows a researcher to establish a causal
relationship between the independent and dependent variables and to avoid the direc-
tionality problem when trying to understand how one variable might affect another. An
experiment gives the researcher the greatest control, so that the only thing that
changes is the independent variable. If the goal is to conclude that changes in one
variable caused changes in another variable, the researcher must assign participants
at random to different groups to make the groups as equal as possible (on aver-
age) on all variables except the one being studied. The researcher wants to know
about a population, but because it is usually impossible for everyone in the popu-
lation to be a research participant, the researcher uses a representative sample of
the population and then generalizes the findings to the population. Random sam-
pling, in which everyone in the population has an equal chance of being a research
participant, is the best way to sample, but since this is usually not possible, most
researchers use a convenience sample. Among the most important factors in whether
the results from a particular sample can be generalized back to the population is
sample size. In general, large samples provide more accurate results than small ones.

MEASURING UP

1. The main reason researchers randomly assign participants to different
groups in an experiment is that .
a. it is easier to assign participants to different conditions than it is to find
people who naturally fit into different conditions
b. random assignment controls for any intuitions the participants may have
at the start of the experiment




c. random assignment is used when there are ethical reasons for not using
observational or correlational research designs
d. random assignment is the only way to ensure that the participants are
(on average) equal and that any difference in the dependent variables
must have been caused by the participants’ being in different groups
2. Match each of the main methods of conducting research with the advan-
tages and disadvantages listed below. Write in “descriptive,” “correlational,”
“experimental,” “longitudinal,” or “cross-sectional” next to its advantage or
disadvantage.
a. Allows the researcher to conclude that one variable caused a
change in another variable.
b. Allows for a detailed description in a real-world setting.
c. Allows the researcher to understand if two or more variables are
related, without demonstrating a causal relationship.
d. Measures people of different ages to learn about developmental
changes.
e. Data are most likely to be biased (reflect the thoughts and beliefs of
the person collecting the data).
____f The same people are repeatedly measured over time to understand
developmental changes.
___g. The research conditions are most likely to be artificial (because this
method is often used in a laboratory).
__ h. It is always possible that a third variable not considered by the
researcher caused the results.

What Are the Data Collection Methods
of Psychological Science?

Once the researcher has established the best design for a particular study, the next
task is to choose a method for collecting the data. A fundamental principle of
psychological research is that the question the researcher wants to answer dic-
tates the appropriate method for collecting data. In short, as previously discussed,
you start with an appropriate, theory-based question, and then ask yourself,
“What sort of data will best answer my question?” Recall from Chapter 1 the
four major research categories that span the levels of analysis: biological, indi-
vidual, social, and cultural. The first step in selecting a data collection method is
determining the level of analysis a particular question is addressing. The data col-
lection method used in the study must be appropriate for questions at that level
of analysis.

When the research question is aimed at the biological level, researchers meas-
ure such things as brain processes and differences in hormone levels. For instance,
they might use brain imaging to examine how the brain responds when people
look at pictures of scary faces, or they might measure whether men secrete more
testosterone when their favorite team wins than when it loses. At the individual
level, researchers are looking for individual differences among participants’
responses. Researchers will therefore question participants or use indirect assess-
ments, such as observing how quickly participants respond to a particular ques-
tion or whether they accurately discriminate between stimuli. At the social level,
researchers often collect data by observing people within a single culture and seeing
how they interact. Most work at the cultural level compares groups of people

LEARNING OBJECTIVES
Provide examples of data
collection methods that are
appropriate for different research
questions.

Identify ethical issues and explain
their importance.
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from different cultures as a way of studying the effect of culture on some
variable. For example, cross-cultural studies might examine beliefs about
appropriate roles for women and men or attitudes toward pornography.
The various methods for studying this latter topic might include attitu-
dinal measures, such as noting cultural differences in defining pornog-
raphy; behavioural measures, such as observing who buys pornographic
materials in different countries; brain imaging, to see if arousal centres
in the brain react differently when people in different countries view
pornography; and even legislation summaries, collecting differences in
the laws regarding pornography.

One difficulty in comparing people from different cultures is that
FIGURE 2.12 Schadenfreude Conrad Black some ideas and practices do not translate easily across cultures, just as
attempted to restore his Canadian citizenship to avoid some words do not translate easily into other languages. For example,
going to prison for his role in the diversion of funds in Turkey, there apparently is no word corresponding to jerk; and the
from Hollinger International for his personal gain. title of the Disney movie Lady and the Tramp was translated into the

equivalent of Lady and the Street Dog, because Turkish has no word with the same
positive and negative connotations as franp. Another such “untranslatable” word
is Schadenfreude, German for taking pleasure in another person’s misfortune. The
experience of schadenfreude occurs around the world (as in the delight many
Canadians experienced in 2006 when Conrad Black, the wealthy newspaper
magnate who renounced his Canadian citizenship in order to become a British
Lord [FIGURE 2.12] tried—and failed—to get his citizenship back to avoid going
to a U.S. prison for fraud), but some languages do not have a word for it. Thus
a researcher studying the phenomenon of schadenfreude might have to explain
the concept to participants whose language lacked a single word to describe it.
Apparent differences among cultures may reflect such differences in language,
or they may reflect participants’ relative willingness to report negative things
about themselves publicly (such as that they take pleasure in other people’s mis-
fortunes). A central challenge for cross-cultural researchers is to refine their meas-
urements to rule out these kinds of alternative explanations (FIGURE 2.13).
Culturally sensitive research practices take into account the significant role
culturally sensitive research Studies that that culture plays in how we think, feel, and act (Adair & Kagitcibasi, 1995;
take into account the ways culture affects Zebian, Alamuddin, Mallouf, & Chatila, 2007). The underlying idea of different
thoughts, feelings, and actions. cultural practices is that a culture has a “shared system of meaning” transmitted
from one generation to the next (Betancourt & Lopez, 1993, p. 630). The world-
views that cultures share are adaptive; that is, they help ensure the survival of
our species. Adaptation is usually associated with the evolution of biological traits
that are passed down through biological linkages, but here it refers to cultural
traits, which include, in part, thoughts and behaviours. Some psychological traits
are the same across all cultures (e.g., care for the young); others differ widely
across cultures (e.g., behaviours expected of adolescents). In cities with diverse
populations, such as Toronto, London, and Los Angeles, cultural differences exist
among different groups of people living in the same neighbourhoods and hav-
ing close daily contact. Researchers therefore need to be sensitive to cultural
differences even when they are studying people in the same neighbourhood or
the same school. Researchers must also guard against applying a psychological
concept from one culture to another without considering whether the concept
is the same in both cultures. For example, Japanese children’s attachment to their
parents looks quite different from the attachment styles common among North

American children (Miyake, 1993).
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Observing Is an Unobtrusive Strategy

Observational techniques (see Figure 2.3) involve the systematic
assessment and coding of overt behaviour, as in watching and not-
ing people’s gestures during social interaction or coding the eating
or sexual behaviour of animals that have been injected with drugs
that affect brain function. Using observational techniques to collect
data requires researchers to make at least three decisions. First, should
the study be conducted in the laboratory or in a natural environ-
ment? At issue are the extent to which the researchers are interested
in behaviour as it occurs in the real world and the possibility that
the laboratory setting will lead to artificial behaviour.

Second, how should the data be collected—as a written descrip-
tion of what was seen, or as a running tally of prespecified categories
of behaviour? For example, suppose you hypothesize that people
greet friends and family more eftusively at airports than at train sta-
tions (perhaps because people think of air travel as more dangerous
than rail travel, or perhaps because travellers tend to make longer trips
by air and so are likely to have been apart longer from the people
greeting them). To begin your study, you would need to operationally
define different categories of eftusive greetings, rating hugging and
kissing, for example, as more effusive than hand shaking or head nod-
ding. While observing each episode of greeting at the airport gate
or train platform, you could check off the appropriate category on
a tally sheet. Researchers generally prefer pre-established categories
as being more objective. However, badly chosen categories can lead
observers to miss important behaviour. For example, how would you
classify the two-cheek air kiss, a more popular greeting in some coun-
tries than in others? The extent to which such a greeting is “effusive”
depends on the cultural context. Likewise, a kiss on the mouth is a stan-
dard greeting between men in some parts of the world, but it suggests
a romantic relationship in other parts of the world. Any greeting would
need to be rated and interpreted in its cultural context.

Third, should the observer be visible? The concern here is that
observation might alter the behaviour being observed, an effect known
as reactivity. People may feel compelled to make a positive impression on an observer,
so they may act differently when they believe they are being observed. An example
of this happened in a series of studies of the effects of workplace conditions, such as
different levels of lighting, different pay incentives, and different break schedules, on
productivity at the Hawthorne Works manufacturing plant of Western Electric in
Cicero, lllinois, USA, between 1924 and 1933 (Olson, Hogan, & Santos, 2006). This
series of studies has become a classic in the psychological literature because the
researchers were among the first to apply the principles of the scientific method to
real-world questions in a workplace setting. The workers knew they were being
observed, so they responded to changes in their working conditions by increasing
productivity, regardless of the nature of the manipulation—including the lengthen-
ing or shortening of breaks and various changes to the pay system.The workers did
not speed up continuously throughout the various studies—the main dependent vari-
able was how long it took them to complete certain tasks—but they worked faster
at the start of a new type of manipulation. The Hawthorne effect refers to changes in
behaviour that occur when people know that others are observing them (FIGURE 2.14).

Cross-cultural studies compare groups of people
from different cultures.

Advantages Examine the effect of culture on some
variable of interest, thereby making psychology more
applicable around the world.

Disadvantages Some situations and some specific words
do not convey the same meaning when translated across
cultures and can leave room for alternative explanations
(other than culture per se), such as misunderstanding
during the research process.

FIGURE 2.13 Cross-Cultural Studies
(top) The living space and treasured posses-
sions of a family in Japan, for example, differ
from (bottom) those of a family in Mali.
Cross-cultural researchers might study how
either family would react to crowding or to the
loss of its possessions.

observational technique A research
method of careful and systematic assessment
and coding of overt behaviour.

reactivity When the knowledge that one is
being observed alters the behaviour being
observed.

Real World
PSYCHOLOGY

What Are the Data Collection Methods of Psychological Science? 55



56

CHAPTER 2: Research Methodology

FIGURE 2.14 Scientific Method: The Hawthorne Effect

Hypothesis: Being observed can lead participants to change their behaviour.

Research Method:

€D During studies of the effects of ) The researchers measured the
workplace conditions, the researchers dependent variable, the speed at
manipulated several independent which workers did their jobs.

variables, such as the levels of lighting,
pay incentives, and break schedules.

Results: The workers’ productivity increased when they knew they were being observed,
regardless of the change to the independent variable.

Conclusion: Being observed can lead participants to change their behaviour
because people often act in particular ways to make positive impressions.

Can you think of ways the Hawthorne effect might operate in other studies?
Consider, for example, a study of the effectiveness of a new reading program in
elementary schools. Say that the teachers know they have been selected to try out
a new program. They also know that their students’ reading progress will be mon-
itored closely and reported to the schools’ superintendent. It is easy to see how
these teachers might teach more enthusiastically or pay more attention to each
child’s reading progress than would teachers using the old program. One likely out-
come is that the students receiving the new program of instruction would show
reading gains caused by the teachers’ increased attention and not by the new pro-
gram. In general, observation should be as unobtrusive as possible.

Case Studies Examine Individual Lives and
Organizations

A case study involves the intensive examination of one person or a few individu-
als or one or a few organizations, typically people or organizations that are some-
how unusual (FIGURE 2.15). For this reason, case studies are often considered a special
type of observation or descriptive study, with a sample size equal to 1. An organ-
ization might be selected for intensive study because it is doing something very
well (such as making a lot of money) or very poorly (such as losing a lot of money).
The goal of an organizational case study is to determine which practices led to
success or failure. Did the employees have flexible work schedules, or was an exercise
program offered at work? Many psychologists work in organizations, studying
the wide range of variables that influence human behaviour at work. In psycholo-
gy, case studies are frequently conducted with people who have brain injuries or
psychological disorders. Case studies of people with brain injuries have provided a



wealth of evidence about which
parts of the brain are involved in var-
ious psychological processes. In one
case, 2 man who was accidentally
stabbed through the middle part

of the brain with a fencing foil

organizations (organizational case studies).

Advantages

lost the ability to store new memo-
ries, and case histories of individuals
with damage to the front portions
of their brains reveal consistent dif-
ficulties with inhibiting impulsive
behaviours (Squire & Moore, 1979;
Chamberlain & Sahakian, 2007).

The major problem with clinical
case studies, the ones used most fre-
quently in psychology, is that it is
difficult to know whether the
researcher’s theory about the cause
of the psychological disorder is cor-
rect. The researcher has no control
over the person’ life and is forced to make assumptions about the effects of vari-
ous life events. The same problem applies for organizational case studies. We can-
not know why a certain life history may lead to a particular disorder for one
individual and not for others or why different work practices can have different
outcomes for different organizations. Thus the interpretation of case studies is often
very subjective.

On September 13, 2006, Kimveer Gill, a 25-year-old native of Fabreville,
Quebec, entered the Dawson College campus, in Montreal, and soon began shoot-
ing students randomly. At the end of his shooting spree, 19 people were injured,
one was dead, and Gill turned his gun on himself. The horror of this event led
many people to ask what was known about Gill’s mental health beforehand. Gill’s
portrait is one of contradictions: according to several people who knew him, he
was a quiet and unassuming individual who did well in school and had a number
of friends. However, according to his online profile on vampirefreaks.com, Gill was
a very depressed and bitterly angry man who hated almost everyone, was obsessed
with violent video games and horror movies, and had disturbing fantasies of “crush-
ing my enemies’ skulls.”

This tragic case provides a glimpse into the mind of a severely disturbed indi-
vidual. Psychologists and law enforcement officials cannot use the data from this
unique case to identify other people who might erupt in similar ways because Gill
is not representative of disturbed individuals in general. Professional writers, such
as horror novelists and Hollywood scriptwriters, often detail anger and violence,
and in that context, Gill’s online profile would not have been that unusual. In hind-
sight, it is easy to see that Gill should have been put in a locked facility where he
could not harm others and could get treatment. But before his rampage, there was
not enough evidence to allow his involuntary commitment to an institution.
Fortunately, murderous outbursts like this one are extremely rare, but that also means
that they are almost impossible to predict. Some lonely people have violent fan-
tasies, but very few of those people commit violent crimes. A case study can reveal
a lot about the person being examined, but it does not allow generalization to all
similar people (e.g., all lonely people, all violent people), and thus its use as a research
tool is limited.

What Are the Data Collection Methods of Psychological Science?

Case studies are a special type of observational/descriptive study that involves intensive
examination of one person or a few individuals (clinical case studies) or one or a few

Can provide extensive data about one or a few individuals or organizations.

Disadvantages Can be very subjective: If a researcher has a causal theory (for example,
people who are loners are dangerous), this theory can bias what is
observed and recorded. It is not possible to generalize the results from
an individual to the population.

FIGURE 2.15 Case Studies The tragic
story of Kimveer Gill provides a case study
of a severely disturbed individual. Before
launching a deadly campus shooting

spree at Dawson College, in Montreal,

on September 13, 2006, he posted photos
on his blog of himself posing with guns.
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Interactive methods involve asking
questions of participants, who then
respond in any way they feel is appropriate
(open-ended questions) or select from
among a fixed number of options
(closed-ended questions).

Advantages Self-report methods such as
questionnaires can be used to gather data
from a large number of people. They are
easy to administer, cost-efficient, and a
relatively fast way to collect data.
Interviewing people face-to-face gives the
researcher the opportunity to explore new
lines of questioning. Experience sampling
allows researchers to determine how
responses vary over time.

Disadvantages

People can introduce biases into their
answers (self-report bias) or may not recall
information accurately.

Experience sampling

FIGURE 2.16 Interactive Methods
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Asking Takes a More Active Approach

If observation is an unobtrusive approach for studying behaviour, asking people
about themselves—what they think, why they act the way they do, and how they
feel—is a much more interactive way of collecting data. Methods of asking par-
ticipants questions include surveys, interviews, questionnaires, and other self-
reports. The type of information sought ranges from demographic facts (e.g.,
ethnicity, age, religious affiliation) to past behaviours, personal attitudes, beliefs,
and so on. “Have you ever used an illegal drug?” “Should people who drink and
drive be jailed for a first offense?” “Are you comfortable sending food back to the
kitchen in a restaurant when there is a problem?” Questions such as these require
people to recall certain events from their lives or reflect on their mental or emo-
tional states to decide how they would react in difterent settings. A critical issue
in question-based research is how to frame the questions. Open-ended questions
allow respondents to provide any answer they think of and to answer in as much
detail as they feel is appropriate. In contrast, closed-ended questions require respon-
dents to select among a fixed number of options, as in a multiple-choice exam.
Ultimately, the researcher decides what style of question will provide the most
appropriate information for the hypothesis being investigated.

Like all methods of data collection, methods that require participants to
answer questions have strengths and weaknesses. Consider, for example, the
differences between asking respondents to fill out a survey and actually interview-
ing each person with open-ended questions. Self-report methods such as ques-
tionnaires can be used to gather data from a large number of people (FIGURE
2.16). They can be mailed out to a sample drawn from the population of inter-
est or handed out in appropriate locations. They are easy to administer and cost-
efficient. Researchers who use questionnaires can collect a great deal of data in
a relatively short time. Interviews by contrast can be used very successfully with
groups that cannot be studied through surveys, such as young children.
Furthermore, interviewing people gives the researcher the opportunity to
explore new lines of questioning, if respondents’ answers inspire avenues of
inquiry that were not originally planned. Some large government-run programs
and agencies, such as Statistics Canada, employ questionnaires and interviews to
collect statistical information regarding industrial, social, economic, and general
activities of Canadians.

When researchers want to understand how thoughts, feelings, and behaviours
vary throughout the day, week, or longer, they turn to a relatively new method
of data collection, experience sampling. As the name implies, researchers take sev-
eral samples of the participants’ experiences over time. By repeatedly getting
answers to set questions, researchers can determine how the responses vary
over time. So, for example, if researchers wanted to know what a typical day is
like for a high school student, they might give each student-participant a note-
book with labelled categories in which to fill in what is happening and how
the participant feels about it. Or each student-participant might be given a PDA
(personal digital assistant) to carry at all times. At random or predetermined
times, the PDA would signal the participants to record what they are doing,
thinking, or feeling at that moment. Studies with experience sampling have
shown, by the way, that students are frequently bored in class; while teachers
may believe that students are engaged in a learning activity, students are more
likely not paying attention and are thinking about lunch, friends, or other top-
ics unrelated to the course content (Schneider & Csikszentmihalyi, 2000).



SELF-REPORT BIAS A problem common to all asking-based methods of data
collection is that people often introduce biases into their answers, making it dif-
ficult to discern an honest or true response. In particular, people may not reveal
personal information that casts them in a negative light. Consider the question
“How many times have you lied to get something you wanted?” Although most
people have lied at some points in their lives to obtain desired outcomes or
objects, few of us want to admit this, especially to strangers. At issue is the extent
to which questions produce socially desirable responding, or faking good, in which
the person responds in a way that is most socially acceptable. Imagine having an
interviewer around your parents’ age, or, if you are an older student, perhaps a
twenty-something interviewer, ask you to describe intimate aspects of your sex
life. Would you be embarrassed and therefore not very forthcoming? Might you
even lie to the interviewer?

Even when respondents do not purposefully answer incorrectly, their answers
may reflect less-than-accurate self-perceptions. Research has shown that, at least
in some cultures, people tend to describe themselves in especially positive ways,
often because people believe things about themselves that are not necessarily
true. This is called the better-than-average effect. For instance, most people believe
they are better-than-average drivers. The tendency to express positive things
about oneself is especially common in Western cultures, such as those of North
America and Europe, but is less pronounced in Eastern cultures, such as those
in Korea and Japan (as you will learn in Chapter 13, “Personality”). A recent
meta-analysis found that although East Asians tend to rate themselves as better
than average on a wide range of variables, they do so less consistently than peo-
ple from Canada and the United States (Heine & Hamamura, 2007).

One reason that researchers vary their data collection methods among dif-
ferent studies is that they can have more confidence in research findings when
studies with different types of measures support the same conclusion. Recall the
Implicit Association Test, described in the first chapter. In that test, participants
respond as rapidly as possible to pictures and words, and researchers infer these
people’s thoughts and feelings based on the time it takes them to make differ-
ent judgments. One cross-cultural study of self-esteem compared participants’
reaction times to pleasant words (e.g., “good,” “nice,” “kind”) with their reac-
tion times when those words were applied to themselves. Researchers found no
differences in the reaction times among people in Japan, China, and the United
States and concluded that high self-esteem is culturally universal, though East
Asians are less likely to express their self-esteem publicly (Yamaguchi et al.,
2007). Studies like this one show why particular results can depend on the data
collection method. Researchers would have come to a different conclusion about
self-esteem across cultures if they had relied on self-report methods. These results
also show why research methods are central to our understanding of psycho-
logical principles—because we can get different results when we use different
methods.

Response Performance Measures Information Processing

As noted in Chapter 1, Wilhelm Wundt established the first psychology laboratory
in 1879.Wundt and his students pioneered many of the methods for studying how
the mind works, by examining, for example, how people responded to psycho-
logical tasks such as deciding whether two stimuli were the same or whether words
flashed on a screen were the names of animals. Response performance can take
three basic forms. First, the researcher can measure reaction time, the speed of a

self-report method A method of data
collection in which people are asked to provide
information about themselves, such as in
questionnaires or surveys.

response performance A research method
in which researchers quantify perceptual or
cognitive processes in response to a specific
stimulus.
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response. The interpretation of reaction times—the workhorse method of cogni-
tive psychology—is based on the idea that the brain takes time to process infor-
mation; the more processing a stimulus requires, the longer the reaction time to
that stimulus. So research participants will make an easy decision, such as whether
a figure flashed on a screen is red or blue, faster than a more difficult decision,
such as whether that figure is red or blue and round or square. By manipulating
what a subject must do with a stimulus and measuring reaction times, researchers
can gain much information regarding the different operations involved in infor-
mation processing.

A researcher can also measure response accuracy. For example, does paying
attention to a stimulus improve a person’s perception of that stimulus? One way
to study this in the visual domain would be to ask participants to pay attention
to one side of a computer screen while keeping their eyes focused on the cen-
tre of the screen. The researcher would then present a stimulus requiring a dis-
crimination response, such as by briefly flashing a shape on either side of the
screen and then asking whether the shape was a hexagon or an octagon. If par-
ticipants answered more accurately when the stimulus appeared on the side of
the screen they were attending to than when it appeared on the side they
were ignoring, the results would indicate that attention improves perception of
the stimulus.

Finally, a researcher can measure response performance by asking people to
make stimulus judgments regarding the different stimuli with which they are

Response performance methods measure information processing while
psychological tasks are being performed. Researchers measure reaction time, measure
response accuracy, and ask participants to make stimulus judgments.

Advantages Relatively simple way to study cognition and perception. Less affected
by observer bias or subject reactivity.

Disadvantages Can be costly and time consuming. Less likely to be useful in real-word

settings.
Reaction time Stimulus judgment
Speed of a response Response to different
stimuli

|

Response accuracy
| Whether the response
is right or wrong




presented. Typical examples would be asking subjects whether
they noticed a faint stimulus such as a very soft sound or light
touch or asking them to compare two objects and judge
whether they are the same in some way, such as colour, size, or
shape (FIGURE 2.17).

Reaction times for responding to simple stimuli, such as the
time it takes to press one key on a computer keyboard if a red
shape appears and a different key if a blue shape appears, are often
measured in hundredths or thousandths of a second. One rea-
son psychological scientists use reaction times as dependent
measures is that reaction times cannot be faked. If a participant
tries to respond more slowly, for example, the reaction time will
be much longer than what is expected (maybe two or three sec-
onds instead of a fraction of a second), and the experimenter will
know immediately that the response was not a measure of actual
processing time.

Because people have very limited control over their reaction
times, these measures again illustrate the idea that some psycho-
logical processes happen unconsciously. We have no conscious

FIGURE 2.18 Try for Yourself: The Stroop Effect

As quickly as you can, name the colour of the ink each word is
printed in. Do not read the words.

red blue green red blue red Dblue

blue red green red blue green red

yellow blue red blue yellow green

green yellow yellow blue red green

If you are like most people, your reaction time for naming the
ink colours in the bottom two rows was slower than your reaction
time for naming the top two rows.

Explanation: The Stroop effect, named after the psychologist
John Ridley Stroop, accounts for this phenomenon, in which it
takes longer to name the colours of words for colours when they
are printed in conflicting colours. The tendency to automatically
read the words interferes with the process of naming the ink
colours.

knowledge about what is happening in our brains as we use infor-
mation, but measures of reaction time indirectly reflect brain pro-
cessing (FIGURE 2.18).

Body/Brain Activity Can Be Measured Directly

Researchers operate at the biological level of analysis when they collect data about
the ways people’s bodies and brains respond to particular tasks or events.
Body/brain activity can be measured directly in different ways. For instance, cer-
tain emotional states influence the body in predictable ways. When people are
frightened, their muscles become tense and their hearts beat faster. Other bodily
systems influenced by mental states include blood pressure, blood temperature,
perspiration rate, breathing rate, pupil size, and so on. Measurements of these sys-
tems are examples of psychophysiological assessment, in which researchers examine
how bodily functions (physiology) change in association with behaviours or men-
tal states (psychology). For example, police investigators often use polygraphs, pop-
ularly known as “lie detectors,” to assess some of these bodily states, under the
assumption that people who are lying experience more arousal and therefore
more likely show physical signs of stress. Correspondence between mental state
and bodily response is not perfect, however, and people who lie easily can show
little or no emotional response when they lie during a polygraph recording, so
lie detectors do not accurately measure whether someone is lying. (Brain activ-
ity methods—polygraphs and the techniques discussed below—are illustrated in
FIGURE 2.19.)

ELECTROPHYSIOLOGY Electrophysiology is a data collection method that measures
electrical activity in the brain. A researcher fits electrodes onto the participant’s
scalp. The electrodes act like small microphones that pick up the brain’s electrical
activity instead of sounds. The device that measures brain activity is an electro-
encephalograph (EEG). This measurement is useful because different behavioural
states produce different and predictable EEG patterns. As Chapter 4 discusses further,
the EEG shows specific and consistent patterns as people fall asleep, and it reveals
that the brain is very active even when the body is at rest, especially during dreams.

electroencephalograph (EEG) A device
that measures electrical activity in the brain.
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Brain activity methods measure body/brain responses to tasks or events.

Advantages

Disadvantages

Polygraph (lie detector) measures changes in bodily functions related to
behaviours or mental states. These are not reliable measures of lying.

\

Functional magnetic resonance imaging (fMRI)

Map the brain in various ways to show brain regions involved in different tasks.

Show only the brain regions active while tasks are performed or events occur—we do not know whether, for example,

a particular brain region is necessary for a particular task because these data are correlational and thus have the
disadvantage of the third variable problem; directionality problem.
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by assessing the blood’s oxygen level in the brain.

FIGURE 2.19 Brain Activity Methods
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Magnetic resonance imaging (MRI) produces a high-resolution
image of the brain.

N

maps mental activity Transcranial magnetic stimulation (TMS) momentarily disrupts

brain activity in a specific brain region.

As a measure of specific cognitive states, however, the EEG is limited because the
recordings reflect all brain activity and therefore are too “noisy” or imprecise to
isolate specific responses to particular stimuli. A more powerful method of exam-
ining how brain activity changes in response to a specific stimulus involves con-
ducting many trials and averaging across the trials. Researchers are thus able to
observe patterns associated with specific events; hence the name event-related poten-
tial, or ERDP.



BRAIN IMAGING The brain’s electrical activity is associated with changes in the
flow of blood carrying oxygen and nutrients to the active brain regions. Brain
imaging methods measure changes in the rate, or speed, of blood flow, and by
keeping track of these changes, researchers can monitor which brain areas are
active when people perform particular tasks or experience particular events.
Imaging is a powerful tool for uncovering where difterent systems reside in the
brain and the manner in which different brain areas interact to process informa-
tion. For example, research has shown that certain brain regions become active
when people look at pictures of faces, whereas other brain regions become active
when people try to understand what other people are thinking. The major imag-
ing technologies are positron emission tomography and magnetic resonance imaging.

Positron emission tomography (PET), is the computer-aided reconstruction of
the brain’s metabolic activity. When cells in the body, including brain cells, are active,
they break down, or metabolize, glucose. After the injection of a relatively harm-
less radioactive substance into the bloodstream, a PET scan enables researchers to
find the brain areas that are using glucose. The research participant lies in a special
scanner that, by detecting the injected radiation, produces a three-dimensional map
of the density of radioactivity inside the participant’s brain. This map is useful
because as the brain performs a mental task, blood flow increases to the most active
regions, leading these regions to emit more radiation. By scanning participants as
they perform some psychological task (for example, looking at pictures of faces
expressing fear), and then by collating those scans, researchers obtain a map of the
brain’s metabolic activity during the task. However, since the entire brain is
extremely metabolically active all the time, scans must also be made while the par-
ticipants perform another, closely related task (for example, looking at pictures of
faces with neutral expressions). In this way, brain regions can be correlated with
specific mental activities.

Magnetic resonance imaging (MRI) is the most powerful imaging technique. In
MRUI, a research participant lies in a scanner that produces a powerful magnetic
field, as strong as that used to pick up scrap metal at junkyards. The researchers
momentarily disrupt the magnetic forces, and during this process, energy is released
from brain tissue in a form that can be measured by detectors surrounding the head.
Because different types of brain tissue release energy difterently, researchers can pro-
duce a high-resolution image of the brain. (The amount of energy released is very
small, so having an MRI is not dangerous.)

MRI is extremely valuable for determining the location of, for example, brain
damage, but it can also be used to create images of the working brain. Like a PET
scan, functional magnetic resonance imaging (fMRI) makes use of the brain’s blood
flow to map mental activity, scanning the brains of participants as they perform
tasks (e.g., deciding whether a face they are viewing is happy or sad). Whereas PET
measures blood flow directly by tracking a harmless radioactive substance, fMRI
measures blood flow indirectly by assessing changes in the blood’s oxygen level. In
all brain imaging methods, including fMRI, participants are asked to perform tasks
that differ in only one way, which reflects the particular mental function of inter-
est. The researchers then compare images to examine differences in blood flow and
therefore brain activity.

TRANSCRANIAL MAGNETIC STIMULATION One limitation of brain imaging is that
the findings are necessarily correlational. We know that certain brain regions
are active while a task is performed; we do not know whether each brain region
is necessary for the task. As a correlational method, brain imaging has the
conceptual problems, such as the third variable and directionality problems,

brain imaging A range of experimental
techniques that make brain structures and
brain activity visible.

positron emission tomography (PET)
A method of brain imaging that assesses
metabolic activity by using a radioactive
substance injected into the bloodstream.

magnetic resonance imaging (MRI) A
method of brain imaging that produces high-
quality images of the brain.

functional magnetic resonance imaging
(fMRI) An imaging technique used to examine
changes in the activity of the working human
brain.
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transcranial magnetic stimulation (TMS)

The use of

strong magnets to briefly interrupt

normal brain activity as a way to study brain

regions.

FIND ouT

64

QVES TowN B 15 Mou HAVE 70
WHAT REACTION 'RE. LOOKT
BR, AND U GIVE THem mﬁ?ﬁ@a\ﬁ&
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discussed above. (If you are unsure what these terms mean, reread the section
on correlational research designs; these important concepts will reappear
throughout the book.) To see whether a brain region is important for a task,
we ideally want to compare performance when that area is working effectively
and when it is not. Transcranial magnetic stimulation (TMS) uses a very fast but
powerful magnetic field to disrupt brain activity momentarily in a specific brain
region. For example, placing the TMS coil over areas of the brain involved in
language will disrupt a person’s ability to speak. This technique has its limita-
tions, particularly that it can be used only for short durations to examine brain
areas close to the scalp, but when used along with imaging it is a powerful
method for examining which brain regions are necessary for specific psycho-
logical functions.

Research with Animals Provides Important Data

Throughout the history of psychological science, many of the most important
research findings have been obtained by studying nonhuman animals’ behaviour.
For instance, watching animals—usually rats—run through mazes or press levers
to earn rewards led to the development of many principles about learning. Indeed,
Ivan Pavlov’s observation of a salivating dog inspired John B. Watson to launch
the behaviourist movement (see Chapter 6, “Learning”). One central assump-
tion underlying Watson’s behaviourism was that humans are subject to the same
laws of nature as other animals. Although humans’ behaviours might seem more
complex than those of rats or dogs, the forces that control the behaviours of rats,
dogs, and humans—indeed, of human and nonhuman animals—are in many ways
the same.

As our knowledge of the human genome increases rapidly, interest increases
in the way genes affect behaviours, mental and physical illnesses, and well-being.
Psychological scientists working at the biological level of analysis manipulate
genes directly to examine their effects on behaviour. Of course, for ethical rea-
sons, much of the genetic research cannot be conducted with humans, so
researchers use other animals for this important work. (Government regulations
require a careful monitoring of animals used in research. The Canadian Council
on Animal Care and the Canadian Psychological Association both mandate the
humane treatment of research animals, requiring researchers to properly house
and care for animals, and to use alternative procedures, whenever possible, that
will minimize the harm done to animals). As Chapter 3 discusses in greater detail,
specific genes can be targeted for manipulation. Researchers can delete genes
to eliminate their effects or move genes to other locations to enhance their
eftects. For research purposes, transgenic mice are produced by manipulating the
genes in developing mouse embryos—for example, by inserting strands of for-
eign DNA. The new genes are integrated into every cell of each mouse’s body.
This sort of research is providing new hope for curing and preventing many
diseases (FIGURE 2.20).

There Are Ethical Issues to Consider

When scientists select a research method, they must make decisions with full knowl-
edge of the ethical issues involved and strict adherence to the relevant ethical guide-
lines. Are scientists asking the participants to do something unreasonable? Are the
participants risking physical or emotional harm from the study? Some ethical



concerns are specific to the kind of method used, while others apply across all meth-
ods. Therefore, to ensure the participants’ well-being, all universitys, universities,
and research institutes have strict guidelines in place regarding human- and ani-
mal-based research. Research ethics boards (REBs) consisting of administrators, legal
advisers, and trained scholars review all proposed research to ensure that it meets
scientific standards and allays ethical concerns for the safety and well-being of par-
ticipants. These REBs operate according to the regulations set out by the Canadian
Psychological Association (1992).

One of the more prominent ethical concerns about research is participants’
reasonable expectation of privacy. If behaviours are going to be observed, is it okay
to observe people without their knowledge? This question obviously depends on
what sorts of behaviours researchers might be observing. If the behaviours tend
to occur in public rather than in private, researchers might be less concerned about
observing people without their knowledge. For example, even without their
knowledge it would be okay to observe couples saying goodbye in a public place
such as an airport, but without their knowledge it would be inappropriate to
observe those couples’ private sexual behaviours. The concern over privacy is com-
pounded by the ever-increasing technology for monitoring people remotely.
Although it might be useful to compare men’s and women’s behaviours in pub-
lic bathrooms, would it be acceptable to install discreet video cameras to moni-
tor people in restrooms? No!

When people are asked for information, should some topics not be raised
because they may be too personal or otherwise inappropriate? Say, for example,
that researchers would like to understand how a physically and emotionally
traumatic event affects people in the months and years after it occurs. Although
such issues must be explored to develop strategies for overcoming physical and emo-
tional anguish, researchers must consider how their line of questioning is affecting
the individuals they are studying.

No matter what method is employed, researchers must also consider who will
have access to the data they collect. Participant confidentiality should always be
guarded carefully so that personal information is not linked publicly to the study’s

FIGURE 2.20 Animal Research
Researchers observe the behaviours of trans-
genic mice to understand how certain genes

affect behaviour.

research ethics boards (REBs) Groups of
people responsible for reviewing proposed
research to ensure that it meets the accepted
standards of science and provides for the
physical and emotional well-being of research
participants.
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findings. When a study’s participants are told that their information will remain
confidential, the implicit promise is that their information will be kept secret or
made available to only the few people who need to know it. Often the quality
and accuracy of data depend on the participants’ certainty that their responses will
be kept confidential, especially when emotionally or legally sensitive topics are
involved.

For studies concerning extremely sensitive topics, the participants’ responses
should remain anonymous. Anonymity is not the same as confidentiality, although
these terms are often confused. Anonymity means that no personal information
is collected, so responses can never be traced to any individual. For example, if you
wanted to know how many university students in your sample had ever cheated
on an exam, the students would have to be assured of anonymity so that they
would be comfortable about responding honestly. An anonymous study might be
conducted in the form of a written questionnaire that asked about cheating but
did not ask for any identifying information; participants would return the com-
pleted questionnaires to a large box so that no questionnaire could be linked to
any individual.

Sometimes psychologists will study an organization instead of individuals or ani-
mals. The organization could be a university department, a small business, a global
corporation, a government, and so on. As with all research, the issue being inves-
tigated will determine the method or methods used. The methods for organiza-
tional research are most often questionnaires and interviews, but other methods,
including experiments, such as those used in the studies at the Hawthorne Works
plant described above, are also used. Privacy, confidentiality, and anonymity remain
as important in organizational research as in research with individuals. Indeed, ethics
is central to every aspect of psychological science.

INFORMED CONSENT Research involving human participants is a partnership
based on mutual respect and trust. People who volunteer for psychological
research have the right to know what will happen to them during the course of
the study. Compensating people for their participation in research does not alter
this fundamental right. Ethical standards require providing people with all rele-
vant information that might affect their willingness to become participants.
Informed consent means that participants make a knowledgeable decision to partic-
ipate. Typically, informed consent is obtained in writing; in the case of observa-
tional studies of public behaviour, to protect privacy, individuals are treated
anonymously. Minors, the intellectually incapacitated, and the mentally ill cannot
legally provide informed consent, and therefore the permission of a legal guardian
1S necessary.

It is not always possible to inform participants fully about a study’s details. If know-
ing the study’s specific goals may alter the participants’ behaviour, thereby render-
ing the results meaningless, researchers may need to use deception, which involves
either misleading participants about the study’s goals or not fully revealing what will
take place. Researchers use deception only when other methods are not appropri-
ate and when the deception does not involve situations that would strongly affect
people’s willingness to participate. If deception is used, a careful debriefing, or expla-
nation of the study after its completion, must take place to inform participants of
the study’s goals and the need for deception and to eliminate or counteract any neg-
ative effects produced by the deception.

RELATIVE RISKS OF PARTICIPATION Another ethical issue is the relative risk to
participants’ mental or physical health. R esearchers must always remain conscious of



Deception and the Nuremberg Code

esearch ethics boards (REBs) were an outgrowth of the

Nuremberg doctors’ trial, during which 20 Nazi physi-

cians were tried and convicted for contributing to the
horrendous human experiments at the Auschwitz concentration
camp (FIGURE 2.21). Among these men’s moral justifications for
their actions were that a few prisoners’ deaths could save many
German lives, to resist would be treasonous, and that medical
ethics could be set aside by law or war.

In August 1947, the United States Counsel for War Crimes, con-
cerned about the ethical issues raised by the Nazis’ experiments,
included in its verdict a section called “Permissible Medical
Experiments,” which later became known as the Nuremberg Code.
It contained 10 directives. The first, the cornerstone of the code,
was informed consent. In 1964, the World Medical Association
drew up the Declaration of Helsinki, a set of ethical principles for
the medical community regarding human experimentation and clin-
ical research. The Declaration of Helsinki relaxed the conditions
of consent. If a subject is unable to give consent, a proxy con-
sent may be obtained from a legal guardian. The Nuremberg Code
and the Declaration of Helsinki have not been incorporated
directly into Canadian law, but they are the foundation for the
Tri-Council Working Group's Code of FEthical Conduct for
Research Involving Humans in Canada.

Particularly important to research in psychology; which differs from
research in other fields, is the issue of deceit and informed con-
sent. On the one hand, deceiving research participants is seen as
inappropriate by many people, inside and especially outside the field
of psychology, and it goes against the first tenet of the Nuremberg
Code. On the other hand, individuals aware that they are being stud-
ied can modify many psychological processes. For instance, par-
ticipants told that their responses will be used to determine how
fast people read newspapers may try to read faster than their nor-
mal speeds to impress the researchers, whereas participants told
that the point is to rate their interest in newspaper topics would
most likely read at their normal speeds. Many of the processes now
known to be taking place in the brain would not be understood if
deceit had been eliminated from all psychological testing. The eth-
ical guidelines of the Canadian Psychological Association allow
deception under certain circumstances. Determining what circum-
stances make it permissible is the ethical problem.

In the early 1960s, American Stanley Milgram, who wanted to
understand how ordinary German citizens could willingly obey orders
to kill innocent citizens, used deceit to conduct one of the most
controversial experiments on record. Milgram'’s results were unex-
pected and changed how people viewed the power of authority.

What Are the Data Collection Methods of Psychological Science?

FIGURE 2.21 Informed Consent: The Nuremberg Trials

(They are discussed in Chapter 12, “Social Psychology.”) Ironically,
in performing the experiment that obtained these important results,
Milgram violated the Nuremberg Code and deceived a group of
individuals for the possible benefit to many, the same justification
used by the Nuremberg defendants, although at a different
level. But was the use of deceit inappropriate, as critics of
his experiment charge? Today, this question would be
addressed by an REB; indeed, concern over the ethics of
Milgram’s research caused the rapid increase in REBs. Along
with ensuring research participants’ rights and safety, REBs
have the tricky duties of assessing a study’s scientific merit,
evaluating the methods to be used, and balancing the bene-
fits to society against the risks to the participants. However,
because Milgram'’s results were so unexpected, an REB review-
ing a request for his experiment might not have foreseen the
benefits to be gained from the work.

Without deception, many topics in psychology could not be stud-
ied, because participants’ knowledge that they are being studied
will often change how they behave. In thinking about this dilemma
in psychological research, consider the risk/benefit ratio for any
research. Is deception allowable when the research might yield a
very important gain, such as a cure for a particular mental iliness
or a way to reduce prejudice? Can any form of deception be
thought of as mild—for example, telling participants you are study-
ing reading comprehension when you are really studying reading
speed—or is any deception, no matter how seemingly harmless,
unacceptable? Are there circumstances in which deception should
be allowed? If so, what are they?
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what they are asking of participants. They cannot ask people to endure unreason-
able amounts of pain or of discomfort, either from stimuli or from the manner in
which data measurements are taken. Fortunately, in the vast majority of research
being conducted, these types of concerns are not an issue. However, although risk
is low, researchers have to think carefully about the potential for risk to specific
participants. Again, any research conducted at a university or research institute
must be approved by an REB familiar with the rules and regulations that protect
participants from harm. Most REBs look at the relative trade-off between risk and
benefit. Potential gains from the scientific enterprise sometimes require asking
participants to expose themselves to some risk to obtain important findings. The
risk /benefit ratio is an analysis of whether the research is important enough to war-
rant placing participants at risk.

SUMMING UP
What Are the Data Collection Methods of Psychological Science?

In psychological science, there are five basic data collection methods, which oper-
ate at different levels of analysis; the choice of which to use is generally dictat-
ed by the research question. First, researchers can observe behaviours as they
take place and either write down general descriptions of the behaviours or check
off a tally sheet of prespecified behaviour categories. Second, researchers can
ask people for information about their thoughts, feelings, and preferences by using
surveys, questionnaires, interviews, and other self-reports. Third, researchers can
measure how quickly and accurately people respond to a stimulus. Fourth,
researchers can directly measure the brain’s electrical activity and blood flow,
and they can disrupt ongoing brain processes; these techniques are increasingly
being combined with the other three methods. Finally, researchers can use ani-
mal models in which genes, chemicals involved in the way neurons function, or
brain structures are altered to study the effects on behaviour. Regardless of the
method chosen, researchers must consider the ethical consequences of their
data collection; they must weigh the study’s relative risks against its potential
benefits.

MEASURING UP

For each example below, indicate which data collection method would work
best. Fill in the blank with one of the following: description/observation, case
study, survey, interview, experience sampling, response performance (which
includes accuracy and reaction time), meta-analysis, EEG, brain imaging, or
transcranial magnetic stimulation.

1. A researcher is investigating Adolf Hitler's childhood and teenage years to
see if there are ways of recognizing the experiences that made Hitler evil
as an adult. What data collection method is he using?

2. As discussed in Chapter 9, “Motivation and Emotion,” Alfred Kinsey studied
the sexual behaviours of large numbers of people from every walk of life.
What data collection method or methods would you have suggested he
use?

3. Fascinating new data reveal that the great apes’ social lives are surprisingly
similar to human social systems. What method was probably used to obtain
these data?



4. In a study of families, the researchers want to know when children and their
parents feel stressed, happy, relaxed, and bored throughout the day. What
data collection method should the researchers use?

5. Many studies have addressed the question of whether self-esteem is related
to school achievement. What method would you use to summarize these
studies’ results?

6. If you wanted to study which parts of their brains long-time soccer players
use when they perform spatial tasks, what method would you use?

7. Researchers are often interested in the similarities and differences between
men’s and women'’s brain processes. If you believed that women use both
sides of their brains more equally when using language than men do, you
could interrupt the brain processes and see what happens. What research
method would be best for this proposed study?

How Are Data Analyzed and Evaluated?

So far, this chapter has presented the essential elements of scientific inquiry in psy-
chology: how to frame an empirical question using theories, hypotheses, and
research; how to decide what type of study to run; and how to collect data. This
section focuses on the data. Specifically, it examines the characteristics that make
for good data and the statistical procedures that are used to analyze data.

Good Research Requires Valid, Reliable,
and Accurate Data

If you collect data to answer a research question, the data must address that ques-
tion. Validity refers to whether the data you collect address your question; valid
data provide clear information researchers can use to evaluate the theory or
hypothesis. Suppose your theory predicts that children who are physically abused
by their parents are more likely than nonabused children to use drugs in high
school. One way to test this hypothesis is to identify two samples: children who
have been abused by their parents and children who have not. Court and med-
ical records could be used to identify the abused children. Researchers could fol-
low the children longitudinally until they are teens to determine if the children
in the abused group are more likely to use drugs than those who were not abused
as children. Regardless of the outcome of this research—whether or not the
hypothesis is supported—the data from court and medical records would be a valid
way to identify abused children.

The key here is that the data’s validity depends on the question being studied.
Data that are invalid for one question may be perfectly valid for a different ques-
tion. Validity is essentially the extent to which the data really are measuring what
you want to measure. If you wanted to assess an advertisement’s effectiveness, for
example, a valid measure would be whether people are more likely to purchase the
advertised product after viewing the ad. Simply asking viewers how much they liked
the advertisement would not validly measure the ad’s effectiveness in persuading
viewers to buy the product.

Another important aspect of data is reliability, or the stability and consistency
of a measure over time. If the measurement is reliable, the data collected will
not vary because of changes over time in the way they are measured. Suppose

LEARNING OBJECTIVES
Describe measures of central
tendency and variability.

Discuss the rationale for inferential

statistics.

validity The extent to which the data

collected address the research hypothesis in

the way intended.

reliability The extent to which a measure is

stable and consistent over time in similar
conditions.

How Are Data Analyzed and Evaluated?
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accuracy The extent to which an
experimental measure is free from error.

descriptive statistics Overall summary of
data.

central tendency A measure that represents
the typical behaviour of the group as a whole.

mean A measure of central tendency that is
the arithmetic average of a set of numbers.

median A measure of central tendency that
is the value in a set of numbers that falls
exactly halfway between the lowest and
highest values.
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you hypothesize that people in their 20s are more likely to channel surf (rap-
idly switch among television channels) than are people in their 50s.To test your
hypothesis, you would need to study television watching behaviour and, in par-
ticular, the average length of time people stay tuned to each station they watch.
One option for measuring the duration of each channel stay would be to have
an observer use a stopwatch. However, there will likely be some variability in
when the observer starts and stops the watch relative to when the surfer actu-
ally changes channels. As a consequence, the data in this scenario would be less
reliable than data collected by a computer linked to each viewer’s television
remote.

The third and final characteristic of good data is accuracy, or the extent to
which the measure is error free. A measure may be valid and reliable but still not
accurate. Psychological scientists think about this problem by turning it on its head
and asking, “How do errors creep into a measure?” There are two basic types of
error, random and systematic (FIGURE 2.22). Take the channel surfing study. The
problem with using a stopwatch to measure the duration of each channel stay is
that each measurement will tend to overestimate or underestimate the duration
(because of human error or variability in recording times). This is known as a ran-
dom error, because although an error is introduced into each measurement, the value
of the error differs each time. But suppose the stopwatch has a glitch, such that
it always overstates the time measured by two seconds. This is known as a system-
atic error, because the amount of error introduced into each measure is constant.
Generally, systematic error is more problematic than random error because the
latter tends to average out over time and therefore is less likely to produce inac-
curate results.

Descriptive Statistics Provide a Summary of the Data

The first step in evaluating data is to inspect the raw values, data as close as possi-
ble to the form in which they were collected. In examining raw data, researchers
look for errors in data recording. For instance, they assess whether any of the
responses seem especially unlikely (e.g., blood alcohol content of 50 percent or a
113-year-old participant). Once the researchers are satisfied that the data make
sense, they summarize the basic patterns using descriptive statistics, which pro-
vide an overall summary of the study’s results, such as how people, on average,
performed in one condition compared with another. The simplest descriptive sta-
tistics are measures of central tendency, a single value that describes a typical
response or the behaviour of the group as a whole. The most intuitive measure
of central tendency is the mean, the arithmetic average of a set of numbers. The
class average on an exam is an example of a mean score. Consider the study of
working women wanting to have fun. A basic way to summarize the data would
be to calculate the mean ratings, on the scale of how much the women want to
have fun, for each of the three groups—the experimental group that worked 10
hours, the experimental group that worked 5 hours, and the control group that
did not work at all. If number of hours worked aftects how women rate the degree
to which they want to have fun after work, the mean ratings would be higher for
the 10-hour group than for the 5-hour group and higher for the 5-hour group
than for the control group.

A second measure of central tendency is the median, the value in a set of
numbers that falls exactly halfway between the lowest and highest values. For
instance, if you received the median score on a test, half the people who took the
test scored lower than you and half the people scored higher. Sometimes researchers



Hypothesis:
People in their 20s are more likely to channel surf than people in their 50s.

1. Validity: Do the data you collect address your question?

You calculate the number of minutes spent per channel by age.
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2. Reliability: Are the data consistent over time?

You time the subjects from week to week and find minimal variation.

Week 1 Week 2 Week 3

3. Accuracy: How do errors creep into a measure?

You time the same subject several times, and the value
of the error is different each time.
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You calculate the number of minutes the television was on by age.
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You time the subjects from week to week and find dramatic variation.
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SYSTEMATIC ERROR
You time the same subject several times, and the value
of the error is constant.
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FIGURE 2.22 Validity, Reliability, and Accuracy Good data should be valid (addressing the research question), reliable (consistent over
time, no matter when or how the data are collected), and accurate (free from error). Random error occurs when the degree of error varies each
time; systematic error occurs when the measurement has the same degree of error each time.

will summarize data using a median instead of a mean because if one or two num-
bers in the set are dramatically larger or smaller than all the others, the mean will

give either an inflated or a deflated summary of the average. This eftect occurs in
studies of average incomes. Perhaps approximately 50 percent of Canadians make
more than $45,000 per year, but a small percentage of people make so much more
(multiple millions or billions for the richest) that the mean income is much higher
than the median and is not an accurate measure of what most people earn. The
median provides a better estimate of how much money the average person makes.
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mode A measure of central tendency that is
the most frequent score or value in a set of
numbers.

variability In a set of numbers, how widely
dispersed the values are from each other and
from the mean.

standard deviation A statistical measure of
how far away each value is, on average, from
the mean.

FIGURE 2.23 Descriptive Statistics

Descriptive statistics are used to summarize a

data set and to measure the central tendency
and variability in a set of numbers.
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A third measure of central tendency is the mode, the most frequent score or
value in a set of numbers. For instance, the modal number of children in a Canadian
family is two, which means that more Canadian families have two children than any
other number of children. (For examples of all three central tendency measures, see
FIGURE 2.23.)

In addition to measures of central tendency, another important characteris-
tic of data is the variability in a set of numbers, or how widely dispersed the
values are about the mean. The most common measure of variability—how
spread out the scores are—is the standard deviation, which relates to how far
away each value is, on average, from the mean. For instance, if the mean of an
exam is 75 percent and the standard deviation is 5, most people scored between
70 and 80 percent. If the mean remains the same but the standard deviation
becomes 15, most people scored between 60 and 90—a much larger spread.
Another measure of how spread out scores are is the range, the distance between

You count the number of hours 11 women worked:

® One woman did not work

e Three women worked 1 hour
e Two women worked 2 hours
e One woman worked 3 hours
e Two women worked 4 hours
e One woman worked 6 hours
e One woman worked 9 hours

Written in ascending order, the number
of hours per woman looks like this:

01112234469

Mean
The arithmetic average of a
set of numbers

total # of hours _ O+1+1+1+2+2+3+4+4+6+9 33 _
= T

total # of women 11 3

Median

The value that falls exactly
halfway between the lowest
and highest values

01112 2 34469=2

Mode

The most frequent score or value _
in a set of numbers 01112234469=1
Range

The distance between the

01112234469=9-0=9
largest and smallest values

8_
7_
6_
5_
Number
of women

3- Mode

2_
1

0 - T T T
0 1 2 3 4 D 6 7 8 9

Number of hours women worked

Median

Mean

Which measure of central tendency—mode, median, or mean—provides the best summary
for these data?



the largest value and the smallest one; the range often The relationship between how long women

is not of much use because it is based on only two

scores. 124
11
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Correlations Describe the Relationships 91

How much the women 8-
want to have fun 74

(1 being the lowest, g
12 being the highest)

between Variables

The descriptive statistics discussed so far are used for sum-

marizing the central tendency and variability in a set of 51
numbers. Descriptive statistics can also be used to sum- 49
3 4

marize how two variables relate to each other. The first
step in examining the relationship between two variables

Each dot represents = 27 -~

worked and how much they want to have fun
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. , one observation.  —
is to create a graph known as a scatterplot, which pro-  This woman worked
vides a convenient picture of the data (FIGURE 2.24). for 1 hour and rated 0
. . . . her desire to have
In analyzing the relationship between two variables,  fnasao2.

researchers can compute a correlation coefficient, a descrip-

tive statistic that provides a numerical value (between —1.0

and +1.0) indicating the strength of the relationship between the two variables. If
the two variables have a strong relationship (we are considering only one type of
relationship here—linear relationships, in which increases or decreases in one vari-
able are associated with increases or decreases in the other variable), knowing how
people measure on one variable enables you to predict how they will measure on
the other variable. What signifies a strong relationship? Consider the different scat-
terplots in FIGURE 2.25. Two variables can have a positive correlation, in which the vari-
ables increase or decrease together. For example, taller people often weigh more than
shorter people. A perfect positive correlation is indicated by a value of +1.0.Two vari-
ables can also have a negative correlation: As one increases in value, the other decreases
in value. For example, if women who worked more hours rated their desire to have
fun after work lower than did women who worked fewer hours, this finding would
constitute a negative correlation. A perfect negative correlation is indicated by a value
of —1.0. If two variables show no apparent relationship, the value of the correlation
will be a number close to zero (assuming a linear relationship for the purposes of
this discussion).

Have you ever wondered if height is correlated with success? There is a com-
mon belief that taller people, or at least taller men, are more successful than shorter
ones because height is a desirable physical characteristic. The question about the
relationship between height and success necessarily requires a correlational study
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correlation correlation correlation correlation
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Number of hours worked

FIGURE 2.24 Scatterplots Scatterplots
are graphs that illustrate the relationship
between two variables. In general, according
to this scatter plot, the more women worked,
the more they wanted to have fun.

FIGURE 2.25 Correlations Correlations
can have different values between —1.0 and
+1.0, which reveal different kinds of relation-
ships between two variables. The greater the
scatter of values, the lower the correlation.

A perfect correlation occurs when all the
values fall on a straight line.
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inferential statistics A set of procedures
used to make judgments about whether
differences actually exist between sets of

numbers.
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because we cannot assign people at random to different heights and then see if
height causes differences in their success. To answer the question about height
and success, researchers reviewed all the studies published on this topic and con-
ducted a meta-analysis that related height to self-esteem, salary, and job perform-
ance (Judge & Cable, 2004). They hypothesized that they would find a positive
correlation between height and self-esteem: Taller people would feel better about
themselves than shorter people would because being tall is considered a desir-
able trait. (The researchers really had a causal hypothesis, but they assessed it
through correlational designs—a problematic approach because of the third vari-
able problem.) The researchers also expected a positive relationship between
height and salary because salaries are determined, in part, by subjective impres-
sions, and taller people would be perceived more positively than shorter people
who performed their jobs equally well. Finally, the researchers did not expect to
find a correlation between height and job performance ratings because height
was hypothesized to be unrelated to how well a person performs a job, a meas-
ure that is more objective (e.g., a good salesperson makes more sales, a skilled
lawyer wins more legal cases) than self-esteem and how high a salary a person
should be paid.

As hypothesized, the researchers found that height and self-esteem were positively
correlated, as were height and salary, but contrary to expectations, height was also
positively correlated with job performance. These three correlations were positive
for men and women, but the relationship was not as strong for women as it was for
men. Because the authors used a meta-analysis, a summary of the findings from many
studies, we can have more confidence in these conclusions than in the results from
any single study. Of course, the data are quite variable, and these are average effects.
Some tall people are unsuccessful, and some short people are very successful!

This meta-analysis of height and success is a good example of a correlational
study because it is not possible to use random assignment when studying the effects
of height on some other variable. There is also no problem of understanding the
direction of the effect because we have no reason to believe that high self-esteem
or higher salaries cause people to grow taller. In theorizing about the way height
might affect salary and job performance, the researchers suggested that taller peo-
ple perform better (or at least have higher job performance ratings) because of
expectancies created by their colleagues. (Remember the study, discussed above, in
which some students were told they were training rats who would do well at maze
learning; those students’ rats performed better than the rats given to students who
were not told anything special about their rats.) We may not be aware of our biases,
but they affect our thinking and behaviour—a theme emphasized throughout this
book.

Inferential Statistics Permit Generalizations

While researchers use descriptive statistics to summarize data sets, they use inferential
statistics to determine whether differences actually exist in the populations from
which samples were drawn. For instance, suppose you find that the mean ratings
of how much women want to have fun after work varied with the number of hours
the women worked. How different do these means need to be between each exper-
imental group and the control group for you to conclude that they reflect real dif-
ferences in the larger population of women, all of whom work different numbers
of hours? Recall that we use samples from a population when we conduct research;
then, depending on what we find in our study, we generalize our findings back to
the population from which we sampled. R esearchers use inferential statistics to decide



if the differences in sample means reflect differences in the populations from which
they were drawn. How does this work? Assume for a moment that the number of
hours women work does not influence their ratings of how much they want to have
fun. Even so, if you measure the ratings made by women who work different num-
bers of hours, just by chance there will be some variability in the mean ratings made
by the women in the different groups. We use statistical techniques to determine if
the differences among the sample means are (probably) chance variations or whether
they reflect differences in the populations.

The principle is the same as for how many heads appear when you flip a coin ten
times: On average, the number will be five or close to it, but every now and then, just
by chance, you will get no heads or ten heads. Therefore, when you are comparing
two means, inferential statistics tell you how probable the outcome would be if there
were no differences between the ratings made by participants in the two groups. This
is the general logic researchers use to determine whether the differences between the
groups represent real differences in the populations from which the groups were drawn.

When the results obtained from a study would be very unlikely to occur if there
really were no differences among the groups of subjects, the researchers conclude that
the results are statistically significant. How unusual do the results have to be for researchers
to conclude that they are statistically significant? The coin-flipping example should
help explain this concept. Suppose you and a friend stop for coffee every day, and
your friend suggests that he will flip a coin each day to decide who pays. Heads means
you pay; tails means he pays. The first day, he flips heads; the second day, he flips heads
again. How many coin flips would it take before you asked him if he was using a fair
coin? Few people would be willing to accuse a friend of cheating after three heads
in a row. But what about five or six heads in a row? Generally accepted standards deter-
mine how unusual a result must be before we say it is statistically significant: It would
have to occur less than 5 percent of the time if no other factors affect the results. In
this case, if the coin is fair, there is a greater than 5 percent chance of flipping three
heads in a row (12.5 percent) but a less than 5 percent chance of flipping five heads
in a row (3.125 percent). Similarly, in the example above, if the women in the no-work
group rated their desire to have fun as a 2 (mean rating for the group) and those in
the 10-hour work group rated their desire to have fun as a 9, we would use statisti-
cal methods to determine if this outcome would occur less than 5 percent of the time
it the groups really were the same in all other respects. If the data meet this statistical
test, we would say the results are statistically significant.

SUMMING UP

How Are Data Analyzed and Evaluated?

Data analysis begins with descriptive statistics, which summarize the data. Measures
of central tendency indicate statistical averages across sets of numbers, whereas
the standard deviation indicates how widely numbers are distributed about an aver-
age. Correlations describe the relationship between two variables: positive, negative,
or none. Inferential statistics show whether the results of a study were due to the
effect of one variable on another or whether the results were more likely due to chance.

MEASURING UP

1. When researchers want to summarize in a single number all the data they
collect, they compute a measure of central tendency. Here are hypothetical
data for a study in which 10 women in a sample indicated how many

MIRACLE |
OCCuURS .+

“I think you should be more
explicit here in step two.”

How Are Data Analyzed and Evaluated?
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hours they worked that day and then used a rating scale to indicate how
much they wanted to have fun. The rating scale ranged from 1 (“not at all”)
to 10 (“ want to have fun more than anything else in the world”). For each
set of data, compute the mean, median, and mode.

Number of Rating of how much they
hours worked want to have fun
5 5
5 6
8 7
6 6
4 10
6 5
2 4
10 7
8 9
3 5
Mean = Mean =
Median = Median =
Mode = Mode =

Now, using a grid like the one in Figure 2.24, draw a scatterplot of the

data in question 1. When you are finished, look at the plot and decide if it

represents a positive, a negative, or no (linear) correlation between these

two variables. Explain what the scatterplot is showing, in your own words.

2. Which is an accurate description of the rationale for inferential statistics?

a. When the means of two sample groups are significantly different, we still
need to compute a mean value for each population before we can con-
clude that the groups really are different.

b. When the means of two sample groups are significantly different, we can
be fairly certain that we did not make any mistakes in our research.

c. When the means of two sample groups are significantly different, we can
be certain that the data are not correlated.

d. When the means of two sample groups are significantly different, we can
infer that the populations the groups were selected from are different.

CONCLUSION

Real World This chapter has presented the major issues involved in designing and conduct-
PSYCHOLOGY ing research in psychological science. However, the ideas discussed here are most
important when research is evaluated. The quality of research matters whether
or not you have conducted the experiments yourself. Every day, the media report
some new major finding, such as the link between height and self-esteem and
salary discussed above. Should you believe a report and perhaps change your daily
life as a result? Should you ignore new and potentially important data, because
they came from a flawed study? To make educated decisions in this domain, as
well as in your everyday experiences, requires understanding the way good psy-
chological science is conducted, an understanding that in turn requires good crit-
ical thinking skills.
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So what determines good science? Quality research stems from sound metho-
dology and good questions. A number of factors need to be considered. Is a
good theory guiding the design of the research? Were the method and level of
analysis appropriate for the question of interest? Does the study have adequate
operational definitions for the variables involved? Have the researchers presented
their results as though the results show a causal relationship between two vari-
ables, even though an experiment was not performed? If an experiment was per-
formed, was it carefully designed and well controlled, or might potential
confounds have been overlooked? Did the researchers randomly assign partici-
pants to different experimental groups? How large was the sample, and were the
participants representative of the population of interest? Was the research cultur-
ally sensitive, or did the researchers make the mistake of assuming that people in
all cultures would respond the same way? These fundamental questions under-
score the necessity of being a critical, well-informed research evaluator. If you
cannot answer these questions when reading about a study, you cannot properly
evaluate whether you should believe the results or the way those results have been
interpreted.

Conclusion
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B CHAPTER SUMMARY
What Is Scientific Inquiry?

The Scientific Method Depends on Theories, Hypotheses, and
Research: Scientific inquiry relies on objective methods and empirical
evidence to answer testable questions. Interconnected ideas or models of
behaviour (theories) yield testable predictions (hypotheses), which are
tested in a systematic way (research) by collecting and evaluating evi-
dence (data).

Unexpected Findings Can Be Valuable: Unexpected (serendipitous)
discoveries sometimes occur, but only researchers who are prepared to
recognize their importance will benefit from them.

What Are the Types of Studies in Psychological
Research?

Descriptive Studies Involve Observing and Classifying Behaviour:
Researchers to

Correlational Designs Examine How Variables Are Related:
Correlational studies are used to examine
but cannot be used to establish causality or the
direction of a relationship (which variable caused changes in another
variable). Correlational reasoning occurs in many contexts, so readers
need to be able to recognize correlational designs in everyday contexts,
not just when reading research reports.

An Experiment Involves Manipulating Conditions: In an experi-
ment, researchers control the variations in the conditions that the par-
ticipant experiences (independent variables) and measure the outcomes
(dependent variables) to gain an understanding of causality. R esearchers
need a control group to know if the experiment had an effect.

Random Assignment Is Used to Establish Equivalent Groups:
Researchers sample participants from the population they want to study
(e.g., all women who work).They use random sampling when everyone
in the population is equally likely to participate in the study, a condition
that rarely occurs. To establish causality between an intervention and an
outcome, all participants must be equally likely to be in the experi-
mental group or the control group, to control for pre-existing group
differences.

What Are the Data Collection Methods of Psychological
Science?

Observing Is an Unobtrusive Strategy: Data collected by observa-
tion must be defined clearly and collected systematically. Bias may occur
in the data because the participants are aware they are being observed or
because of the observer’s expectations.

Case Studies Examine Individual Lives and Organizations: A

case study, one kind of descriptive study, examines an individual or an
organization. An intensive study of an individual or organization can

be useful for examining an unusual participant or unusual research
question. Interpretation of a case study, however, can be subjective.

e Asking Takes a More Active Approach: Surveys, questionnaires,
and interviews can be used to directly ask people about their thoughts
and behaviours. Self-report data may be biased by the respondents’
desire to present themselves in a particular way (e.g., smart, honest).
Culturally sensitive research recognizes the differences among
people from different cultural groups and from different language
backgrounds.

e Response Performance Measures Information Processing:
Measuring reaction times and reaction accuracy and asking people to
make stimulus judgments are methods used to examine how people
respond to psychological tasks.

e Body/Brain Activity Can Be Measured Directly: Electro-
physiology (often using an electroencephalograph, or EEG) measures
the brain’s electrical activity. Brain imaging is done using positron emis-
sion tomography (PET), magnetic resonance imaging (MRI), and func-
tional magnetic resonance imaging (fMRI). Transcranial magnetic
stimulation (TMS) disrupts normal brain activity, allowing researchers to
infer the brain processing involved in particular thoughts, feelings, and
behaviours.

e Research with Animals Provides Important Data: Research
involving nonhuman animals provides useful, although simpler, models
of behaviour and of genetics. The purpose of such research may be to
learn about animals’ behaviour or to make inferences about human
behaviour.

e There Are Ethical Issues to Consider: Ethical research is governed
by a variety of principles that ensure fair and informed treatment of
participants.

How Are Data Analyzed and Evaluated?

e Good Research Requires Valid, Reliable, and Accurate Data:
Data must be meaningful (valid) and their measurement reliable (i.e.,
consistent and stable) and accurate.

e Descriptive Statistics Provide a Summary of the Data: Measures
of central tendency and variability are used to describe data.

e Correlations Describe the Relationships between Variables: A
correlation is a descriptive statistic that describes the strength and direc-
tion of the relationship between two variables. Correlations close to zero
signify weak relationships; correlations near +1.0 or —1.0 signify strong
relationships.

e Inferential Statistics Permit Generalizations: Inferential statistics
allow us to decide whether differences between two or more groups are
probably just chance variations (suggesting that the populations the
groups were drawn from are the same) or whether they reflect true dif-
ferences in the populations being compared.

B KEY TERMS

accuracy, p. 70

brain imaging, p. 63

case study, p. 56

central tendency, p. 70

confound, p. 47

control (or comparison)
group, p. 45

correlational study, p. 42

cross-sectional studies,
p-41

culturally sensitive
research, p. 54

data, p. 37

dependent variable, p. 45

descriptive statistics, p. 70

descriptive studies, p. 40
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directionality problem,
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electroencephalograph
(EEG), p. 61
experiment, p. 45
experimental
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expectancy effect, p. 42
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hypothesis, p. 37

independent variable,
p-45

inferential statistics, p. 74

longitudinal studies,
p-41

magnetic resonance
imaging (MRI), p. 63

mean, p. 70

median, p. 70

meta-analysis, p. 49









mode, p. 72

naturalistic observation,
p- 40

observational technique,
p-55

observer bias, p. 42

participant observation,
p- 40

population, p. 48

positron emission
tomography (PET),
p- 63

random assignment,
p- 49

reactivity, p. 55

reliability, p. 69

replication, p. 37

research, p. 37

research ethics boards
(REBs), p. 65

response performance,
p-59

sample, p. 48

scatterplot, p. 73

scientific method,
p- 36
selection bias, p. 49
self-report
method, p. 58
standard
deviation, p. 72
theory, p. 36

third variable problem,
p- 44

transcranial magnetic
stimulation (TMS),
p. 64

validity, p. 69

variability, p. 72

variable, p. 39

B PRACTICE TEST

1. Which of the following is a technique that increases scientists’ confi-
dence in the findings from a given research study?

5. How should participants be chosen for each condition? Why?
l Once people agree to participate in the study, flip a coin to
a. amiable skepticism decide if each will be in the experimental or control condition.

b. operationalization of variables b. Let participants select which condition they would like to be in.

6. Which operational definition of the dependent variable, stress, is
d. serendipity

stronger? Why?
a. Stress is a pattern of behavioural and physiological responses that
match or exceed a person’s abilities to respond in a healthy way.

For the following five questions, imagine you are designing a study to investi-
gate whether deep breathing causes students to feel less stressed. Because you are
investigating a causal question, you will need to employ experimental research. I Stress will be measured using five questions asking the participant
For each step in the design process, indicate the most scientifically sound to rate his or her stress level on a scale from 1 to 10, where 1
decision. equals “not at all stressed” and 10 equals “as stressed as I've ever

2. Which hypothesis is stronger? Why? been.”

a. Stress levels will differ between students who engage in deep For the following three questions, imagine you want to know whether
breathing and those who do not. students at your university talk about politics in their day-to-day lives. To inves-
tigate this issue, you would like to conduct an observational study and need
—w(ﬂ:h‘icprediction to make three design decisions. For each decision, recommend the most

appropriate choice.

3. Which sampling method is strongest? Why?
random ] Obtain an alphabetical list of all students enrolled at the universi-
ty. Invite every fifth person on the list to participate in the study.

b. Post a note to your Facebook and MySpace accounts letting 8. Should you use written descriptions of what is heard or a running
tally of prespecified categories of behaviour? Why?

7. Should you conduct the study in a lab or in a natural setting (e.g., in
the campus dining hall)? Why?

friends know you would like their help with the study. Ask your
friends to let their friends know about the study, too. 9. Should participants know you are observing them? Why?
c. Post fliers around local gyms and yoga studios inviting people to 10. Indicate which quality of good data is violated by each description.
participate in your study. Response options are “accuracy, validity.”
4. Which set of conditions should be included in the study? Why? a. A booth at the local carnival announces the discovery of a new
a. All participants should be given written directions for a deep

2 ¢ 2 ¢

reliability,

way to assess intelligence. The assessment method involves inter-

breathing exercise. preting the pattern of creases on one’s left palm.

b. Some participants should be given written directions for a deep b. At the end of a long night of grading, a professor reads what he
breathing exercise; some participants should be given a DVD with
demonstrations of deep breathing exercises.

B Some participants should be given written directions for a deep

believes to be the last essay in the pile. He assigns it a grade of
80%.When he goes to write the grade on the back of the paper,
he realizes he has already graded this paper earlier in the
evening—and only gave it a 70% the first time around.

tions regarding their breathing. c. A five-year-old counts the jelly beans in a jar, often skipping over
numbers ending in 8 (e.g., 8, 18, 28).

breathing exercise; some participants should be given no instruc-

B PSYCHOLOGY AND SOCIETY

1. Identify a song lyric that makes a claim about human behaviour. 2. Locate a claim about human behaviour in a newspaper or magazine
Elaborate and/or refine this claim, focusing the question in a way
that addresses a goal of empirical inquiry: description, prediction,
identifying causes, or making explanations. Clearly label the goal
most relevant to your question.

or on the Internet. Evaluate the claim using at least three ideas from

this chapter. Some ideas from the chapter that lend themselves to this
sort of analysis are validity, reliability, accuracy, central tendency, vari-
ability, descriptive studies, correlational studies, experiments, random

assignment, control group, ethics.

The answer key for all the Measuring Up exercises and the Practice Tests can be found at the back of the book.

@ Find more review materials online at www.wwnorton.com/psychologicalscience. Test Preparation 79
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Biological Foundations

WILLIAM (NOT HIS REAL NAME) HATES DRIVING because the sight of road signs tastes like
a mixture of pistachio ice cream and ear wax (McNeil, 2006). This sort of cross-sensory

experience—in which, for example, a visual image has a taste—is called synesthesia. There

are many kinds of synesthesia. For another patient, M.M., any personal name has a specific
taste; for example, the name John tastes like cornbread (Simner et al., 2006). For yet another

synesthete (a person who experiences synesthesia), each day of the week is coloured (Monday

is red, Tuesday is indigo), as is each month of the year (December is yellow, January is red;
Ramachandran, 2003). For others, colours evoke smells, sights evoke sounds, and numbers

come in colours (e.g., 5 is always red, 2 is always green; FIGURE 3.1). Such experiences

What Is the Genetic Basis of Psychological
Science?

= Heredity Involves Passing Along Genes
through Reproduction

m Genotypic Variation Is Created by Sexual
Reproduction

= Genes Affect Behaviour

m Social and Environmental Contexts
Influence Genetic Expression

m Genetic Expression Can Be Modified

= Critical Thinking Skill: Seeking
Disconfirming Evidence

How Does the Nervous System Operate?

= Neurons Are Specialized for
Communication

= Action Potentials Cause Neural
Communication

Neurotransmitters Bind to Receptors
across the Synapse

Neurotransmitters Influence Mind and
Behaviour

What Are the Basic Brain Structures and
Their Functions?

The Brain Stem Houses the Basic
Programs of Survival

The Cerebellum Is Essential for Movement
Subcortical Structures Control Emotions
and Basic Drives

The Cerebral Cortex Underlies Complex
Mental Activity

How Are Neural Messages Integrated into
Communication Systems?

= The Peripheral Nervous System Includes
the Somatic and Autonomic Systems

= The Endocrine System Communicates
through Hormones

= Actions of the Nervous System and
Endocrine System Are Coordinated

How Does the Brain Change?

= The Interplay of Genes and Environment
Wires the Brain

= Culture Affects the Brain

= The Brain Rewires Itself throughout Life

= Critical Thinking Skill: Recognizing
Unstated Assumptions

= Females’ and Males’ Brains Are Similar
and Different

= The Brain Can Recover from Injury
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FIGURE 3.1 Synesthesia For synesthetes,
sensory experiences are crossed. For example,
colours may evoke smells, sights may evoke
sounds, and numbers may come in colours.

LEARNING OBJECTIVE
Explain how genes transmit
information between generations
in ways that can affect behaviours
and emotions.
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What Is the Genetic Basis
of Psychological Science?

Until the last few years, genetic research focused almost entirely on whether peo-
ple possessed certain types of genes, such as genes for psychological disorders or
for intelligence. Although it is important for us to discover the effects of individ-
ual genes, this approach misses the critical role of environmental factors in shap-
ing who we are. While the term genetics is typically used to describe how
characteristics such as height, hair colour, and weight are passed along to offspring
through inheritance, it also refers to the processes involved in turning genes “on”
and “off.” This research reflects and reveals that environment aftects our genes: how
they are expressed and therefore how they influence our thoughts, feelings, and
behaviour. Genetic predispositions are often important in determining the envi-
ronments we select for ourselves, so

To understand fully what makes us who we are, we need to understand
how basic physiological processes—beginning with genetics—affect thoughts,





teelings, and behaviour. We also need to understand how those physiological
processes interact with the environment—how nurture influences nature and the
reverse. Exciting new genetic research is reshaping the way psychologists think
about these relationships.

One of the major developments in the new biological revolution occurred in
February 2001, when two groups of scientists published separate articles detailing
the results of the first phase of the Human Genome Project, an international research
effort. This achievement represents the coordinated work of hundreds of scientists
around the world to map the entire structure of human genetic material. In 1992,
Canada became the seventh country to join the challenge.To understand the pro-
ject’s goals, you need a basic understanding of genetic processes.

Within nearly every cell in the body is the genome for making the entire organ-
ism. The genome is the master blueprint that provides detailed instructions for
everything from how to grow a gall bladder to where the nose gets placed on a
face.Whether a cell becomes part of a gall bladder or a nose is determined by which
genes are turned on or oft within that cell, and these actions are in turn deter-
mined by cues from outside the cell. The genome provides the option, and the envi-
ronment determines which option is taken.

Within each cell are chromosomes, structures made of genes. The typical
human has 23 pairs of chromosomes, half of each pair coming from each parent.
Genes are components of DNA, or deoxyribonucleic acid, a substance that con-
sists of two intertwined strands of molecules (FIGURE 3.2). The sequence of these
molecules along each DNA strand specifies an exact instruction to manufacture
a distinct protein. Proteins, of which there are thousands of different types, are the
basic chemicals that make up the structure of cells and direct their activities.
A gene, then, is a segment of DNA, which is involved in producing a protein, which
carries out a specific task. The environment determines which proteins are pro-
duced and when they are produced. For example, a certain species of butterfly
becomes colourful or drab depending on the season in which it is born. The envi-
ronment during its development probably causes a gene sensitive to temperature
to be expressed (Marcus, 2004). Similarly, although each cell in the human body
contains the same DNA, cells become specialized depending on which of their
genes are expressed. Gene expression not only determines the body’s basic phys-
ical makeup but also determines specific developments throughout life and is
involved in all psychological activity. Gene expression allows us to sense, to learn,
to fall in love, and so on.

Human body

Chromosomes

chromosomes Structures within the cell
body that are made up of genes.

gene The unit of heredity that determines a
particular characteristic in an organism.

FIGURE 3.2 The Human Body Down to
Its Genes Each cell in the human body
includes pairs of chromosomes, which consist
of DNA strands. DNA has a double helix
shape and is composed of genes. The 23rd
chromosome pair determines sex: A female
has two X chromosomes in that pair, whereas
a male has one X and one Y.

Genes
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FIGURE 3.3 Human Genome Research
Stephen Scherer, senior scientist at the
Hospital for Sick Children, has received fund-
ing from Genome Canada to study the human
genome in search of autism susceptibility
genes and the mechanisms governing their
action. Scherer and his colleagues will screen
genetic material from over 6,000 members of
1,600 families to find where the genes that
are related to autism reside along the
chromosomes. This research has the potential
to produce more-accurate diagnostic tests for
autism.
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The first step of the Human Genome Project was to map out the entire struc-
ture of DNA—in other words, to identify the precise order of molecules that
make up each of the thousands of genes on each of the 23 pairs of human chro-
mosomes. One of the most striking findings from the Human Genome Project
is that we have fewer than 30,000 genes, only about twice as many as a fly
(13,000) or a worm (18,000) does, and not much more than the number of genes
found in some plants (26,000) and fewer than the number of genes estimated to
be in an ear of corn (50,000). Indeed, more-recent estimates indicate that the
human genome may consist of just over 20,000 genes (Pennisi, 2007). Thus
humans’ complexity may be due not simply to our possessing a large number of’
genes but to subtleties in how those genes are expressed and regulated (Baltimore,
2001). Now that the initial map of the human genome is complete, geneticists
are mapping different individuals’ genomes to see how they vary. That is, by com-
paring one person’s genome to another, researchers hope to learn how variations
in particular genes determine whether someone is likely to develop a specific
disease or have some special ability. The project’s eventual goal is to understand
how genes and their variations interact to affect health as well as illness. To this
end, Genome Canada was established in 2000 and given a mandate from the fed-
eral government to support genetics research for the benefit of all Canadians
(FIGURE 3.3). Understanding how genes work should enable medical researchers,
down the line, to cure various ailments by altering gene functions. Meanwhile,
genetic research is giving psychological scientists a new understanding of the bio-
logical basis of psychological activity.

Heredity Involves Passing Along Genes
through Reproduction

The first clues to the mechanisms responsible for heredity were discovered by the
monk Gregor Mendel around 1866. At the Austrian monastery (located in Brno,
in what is now the Czech Republic) where Mendel lived, there was a long history
of studying plants. For studying genetics, Mendel developed an experimental




technique, selective breeding, that strictly controlled which plants bred with which
other plants.

In one simple study, Mendel selected pea plants that had either only purple flow-
ers or only white flowers. He then cross-pollinated the two types to see which
colour flowers the plants would produce. Mendel found that the first generation
of pea offspring tended to be completely white or completely purple. If he had
stopped there, he would never have discovered the basis of heredity; however, he
then allowed each plant to self-pollinate into a second generation. This second gen-
eration revealed a different pattern: Of the hundreds of pea plants, about 75 per-
cent had purple flowers and 25 percent had white flowers. This three-to-one ratio
repeated itself in additional studies, and it held true for other characteristics, such
as pod shape. From this pattern, Mendel deduced that the plants contained sepa-
rate units, now referred to as genes, that existed in different versions (e.g., white
and purple). In determining offspring’s features, some of these versions would be
dominant and others would be recessive. We now know that a dominant gene from
either parent is expressed (becomes apparent or physically visible) whenever it is
present, whereas a recessive gene is expressed only when it is matched with a sim-
ilar gene from the other parent. Thus because in pea plants white flowers were reces-
sive, they occurred only when the gene for purple flowers was not present. All white
genes and no purple ones were one of the four possible combinations of white
and purple genes in Mendel’s experiments (FIGURE 3.4).

Parent 1 Parent 2 € Each parent
pea plant has two
genes for colour.
In this case, one gene
Py W, P, 2 12 =

N

of each set is dominant
(purple), and one of each
set is recessive (white).

E) Each parent pea plant

to the offspring.

—

]

) The offspring’s gene pairs

P, P, P, W, w, P, W, W, can have four possible
genetic combinations, or

Only purple Purple is Purple is Only genotypes.
is present. dominant dominant recessive
over over white is
recessive recessive present.

white. white.
@ These genotypes can

result in two possible
appearances, or
phenotypes.

Pow

passes on one colour gene

dominant gene A gene that is expressed in
the offspring whenever it is present.

recessive gene A gene that is expressed
only when it is matched with a similar gene
from the other parent.

FIGURE 3.4 Genotypes and Phenotypes
Mendel’s experiments with cross-breeding pea
blossoms resulted in purple flowers 75 per-
cent of the time and white flowers 25 percent
of the time.
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genotype The genetic constitution
determined at the moment of conception.

phenotype Observable physical
characteristics that result from both genetic
and environmental influences.

Real World
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GENOTYPE AND PHENOTYPE The existence of dominant and recessive genes
means that not all genes are expressed. The genotype is an organism’s genetic con-
stitution, the genetic makeup determined at the moment of conception. The
phenotype is that organism’s observable physical characteristics, which result from
genetic and environmental influences. So, for instance, in Mendel’s experiments
two purple flowers had the same phenotype but might have differed in genotype,
in that either one might have had two (dominant) genes for purple and either one
might have had one (dominant) purple gene and one (recessive) white gene.
Environment can also affect the phenotype. For instance, humans inherit their
height and skin colour, but good nutrition leads to increased size and sunlight
changes skin colour. Another example of environmental influence on the pheno-
type is phenylketonuria (PKU), a disorder in which infants are unable to break down
an enzyme, phenylalanine, contained in dairy and other products, such as aspartame,
a sweetener in diet soft drinks. This rare genetic disorder can lead to severe brain
damage. Fortunately, providing such children with a low-phenylalanine diet until
they pass the critical stages of neural development greatly helps reduce brain dam-
age. The phenotype, then, is modified by diet.

POLYGENIC EFFECTS Mendel’s flower experiments dealt with single-gene charac-
teristics, traits that appear to be determined by one gene each. But when a popu-
lation displays a range of variability for a certain characteristic, such as height or
intelligence, the characteristic is polygenic, influenced by many genes (as well as by
environment). Think about human skin colour, for example; there are not three or
four separate skin colours but a spectrum. In the 2006 Canadian Census, more than
200 different ethnic origins were identified (Statistics Canada, 2008). Moreover,
41.4 percent of the population had more than one ethnic origin and more than
five million Canadians (16.2 percent of the total population) were members of a
visible minority group. The 2006 Census also showed a 25 percent increase in
mixed unions involving visible minorities. The huge range of skin tones among
Canadians illustrates that human skin colour is not inherited in the same ways as
flower colour was in Mendel’s research. The rich variety of skin colours (pheno-
type) is not the end product of a single dominant/recessive gene pairing (geno-
type) but rather shows the effects of multiple genes.

Genotypic Variation Is Created by Sexual Reproduction

Although they have the same parents, siblings may difter from each other in many
ways, such as eye colour, height, and personality. This occurs becaus

Most cells in the human body contain 23 pairs of chromo-
somes, among them the sex chromosomes, which are denoted X andY due to their
shapes (see Figure 3.2). Females have two X chromosomes, whereas males have one
X chromosome and one Y. In each parent, reproductive cells divide to produce
gametes, the egg and sperm cells, each of which contains half of every chromosome
pair. After one sperm and one egg combine during fertilization, the resulting fer-
tilized cell, known as a zygote, contains 23 pairs of chromosomes, half of each pair
from the mother and the other half from the father. From any two parents, eight
million different combinations of the 23 chromosomes are possible. The net out-
come is that a unique genotype is created at conception, and this accounts for the
genetic variation of the human species (FIGURE 3.5).

The zygote grows through cell division: The chromosomes duplicate, and then
the cell divides into two new cells with an identical chromosome structure. Cell





FIGURE 3.5 Try for Yourself: Genetic Matching

Shown in the top row are two couples. Below are four children.Try to match which child comes
from which parents.

(a) Moths displaying industrial melanism
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division is the basis of the life cycle and is responsible for growth and development.
Errors sometimes occur during cell division and lead to mutations, most of which are
benign and have little influence on the organism. Occasionally, a genetic mutation
produces a selective advantage or disadvantage in terms of survival or reproduction—
in other words, mutations can be adaptive or maladaptive. The evolutionary signifi-
cance of such a change in adaptiveness is complex, but a mutation that produces an
ability or behaviour may spread through the gene pool if the ability or behaviour
proves advantageous to the organism, because those who carry the gene are more
likely to survive and reproduce. For instance, consider industrial melanism, a phenom-
enon in which areas of the world with heavy soot or smog tend to have moths, and
butterflies, that are darker in colour. Before industrialization, landscapes (trees, build-
ings, etc.) were lighter in colour. Predators were more likely to spot darker insects
against pale backgrounds, so any mutation that led to darker colouring in insects was
eliminated quickly through natural selection. But with industrialization, pollution
darkened the landscapes, and therefore darker insects became more adaptive because
they were harder to see against the darker backgrounds. 2 e ,
. . . . . . melanism is caused by the fact that it is easi-
G.enetlc mutations sometimes lead to disease, maklr}g them disadvantageous oredators to spot light-coloured insects
adaptively, and yet they remain in the gene pool. For instance, sickle-cell disease  3gainst dark backgrounds, so only darker
is a genetic disorder that alters the bloodstream’s processing of oxygen; it can  moths and darker butterflies survive in more-
lead to pain, organ and bone damage, and anemia. The disease occurs mainly in  polluted areas, where there are darker trees.
people of African descent, approximately 9 percent of whom are estimated to  (b) Sickle-cell disease occurs when people
have the (recessive) gene for it (L. Liberman et al. 2009). Because the sickle-cell =~ 'ScS'Ve cessive genes for it from both par-

. . . . . ents, and it is most common among those of
gene is recessive, only those who receive it from both parents will develop the  Ari 0 descent. It causes red blood cells to
disease. Those who receive a recessive gene from only one parent will have  assume the distinctive “sickle” shape seen
healthy phenotypes in spite of genotypes that include the disease (FIGURE 3.6). here in the left cell.

FIGURE 3.6 Mutations (a) Industrial
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ith our rapidly increasing knowledge about the human

genome, we are being presented with new questions:

Is it ethical to use (or not to use) genetic information,
and to what extent should it be used? Today, if you know that
you are a carrier of certain genetic diseases, you no longer need
to risk passing your bad genes to your children. Current repro-
ductive technology allows you to use in vitro fertilization (IVF),
where several eggs are fertilized by sperm in a petri dish—that
is, outside the body. After three days, when the resulting embryos
are at the eight-cell stage, a single cell is removed, and the DNA
is extracted. With an advanced procedure known as preimplan-
tation genetic haplotyping (PGH), the DNA can be tested for
thousands of genetic defects, and the healthiest embryos can
be selected for implantation in the mother’s uterus.

As in a great deal of biomedical research, the methods used
to treat disease are being co-opted by the healthy population for
other uses, and perhaps nowhere else are the ethical questions
so rife as in the field of human reproduction. Using reproductive
technologies to identify devastating genetic disease seems eth-
ical and even laudable to many people, but the idea of using it
to cater to personal preference is more debatable. One question
is whether it is ethical to allow prospective parents to choose
their offspring’s sex. This practice has been going on since the
1970s, when amniocentesis (the analysis of amniotic fluid from
the mother’s uterus) made it possible to determine the sex of a
fetus at 16—18 weeks of gestation. Amniocentesis originally was
done for couples who were carriers of sex-linked genetic diseases,
but both it and the less invasive ultrasound (creation of a two-
dimensional image from vibrations in the uterus), developed in
the 1980s, increasingly have been used for sex selection.
Beginning in the 1990s, the sex of embryos used for IVF has
been determined through genetic diagnosis, and many prospec-
tive parents choose the sex of the implanted embryos, a prac-
tice now banned in the United Kingdom. More recently, Microsort,
a private company, has developed a sperm-sorting sex determi-
nation technology that boasts a 73 percent success rate for
males and a 90 percent success rate for females.

Advocates of sex determination argue that choosing the sex
of one’s child is a private decision that does not harm anyone.
The most common objection to sex determination, however, is
its discriminatory effect on women. In the few years that sex
selection methods have been available, the male-to-female
ratios in many countries have climbed dramatically. (In Canada,
there are about 105 baby boys born for every 100 baby girls,
and any sex ratio over 106 is assumed to be evidence of sex

Prenatal Genetic Testing

FIGURE 3.7 China’s “One Child Per Family” Policy

control.) One report (President’s Council on Bioethics, 2003)
found skewed sex ratios in regions around the world, including
Venezuela (107.5); Yugoslavia (108.6); Egypt (108.7); Hong
Kong (109.7); South Korea (110); Pakistan (110.9); Delhi,
India (117); China (117); and Cuba (118). In Azerbaijan,
Armenia, and Georgia, the sex ratio was as high as 120. In
societies with such skewed male populations, each heterosex-
ual male is less likely to find a mate, and the fear is that the
society in general is likely to be more aggressive and suffer
higher crime and greater social unrest. Certain cultures’ strong
preference for males has led to personal choices that have not
just personal consequences but a societywide effect (FIGURE 3.7).

Controlling the sex of one’s offspring is merely the beginning
of what we may be able to control. Genes for traits such as eye
colour, skin colour, height, temperament, personality, athleticism,
and intelligence will be identified. When germline therapy
becomes available (that is, changing the early embryonic genes,
which are incorporated into all cells of the body and are passed
on to future generations), scientists will be able to screen for
particular genes and eventually to tinker with them. Eliminating
genetic diseases is one thing, but in the future, children could be
the specific results of their parents’ desires: We may soon be able
to order up our children just as we do burgers at fast-food restau-
rants. Eugenics (the science of attempting to improve a group’s
gene pool), whether it is in the hands of government or of indi-
viduals, raises a central question: By what standard are choices
being made? In the case of sex determination, personal decisions
appear to be based on cultural desires, religious beliefs, and so
on. The consequences of such decisions are yet to be determined.
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Recessive genes do not interfere with most people’s health, so the recessive genes
for diseases like sickle-cell can survive in the gene pool. This particular gene also
has some benefit, in that it increases resistance to malaria, a parasitic disease preva-
lent in certain parts of Africa. People with only one sickle-cell gene enjoy this resist-
ance without suffering from sickle-cell disease. In contrast to recessive gene
disorders like this one, most dominant gene disorders are lethal for most of their
carriers and therefore do not last in the gene pool.

Genes Affect Behaviour

What determines the kind of person you are? What factors make you more or less
bold, intelligent, or able to read a map? Your abilities and your psychological traits
are influenced by the interaction of your genes and the environment in which you
were raised or to which you are now exposed. The study of how genes and envi-
ronment interact to

s has made important contributions to the biological revolu-
tion, providing information about the extent to which biology influences mind,
brain, and behaviour.

Any research suggesting that abilities to perform certain behaviours are bio-
logically based is controversial. Most people do not want to be told that what
they can achieve is limited by something beyond their control, such as their genes.
It is easy to accept that genes control physical characteristics such as sex, race,
eye colour, and predisposition to diseases such as cancer and alcoholism. But can
genes determine whether people will get divorced, how smart they are, or what
careers they choose? Increasingly, science indicates that genes lay the groundwork
for many human traits. From this perspective,

BEHAVIOURAL GENETICS METHODS Most of us, at one time or another, have
marvelled at how different siblings can be, even those raised around the same time
and in the same household. The differences are to be expected, because most siblings
share neither identical genes nor identical life experiences. Within and outside the
household, environments differ subtly and not so subtly. Siblings have difterent birth
orders, their mother may have consumed different foods and other substances dur-
ing pregnancies, they may have different friends and teachers, and their parents may
treat them differently. It is difficult to know what causes the similarities and differ-
ences between siblings, who always share some genes and often share much of their
environments. Therefore, behavioural geneticists use two methods to assess the
degree to which traits are inherited: twin studies and adoption studies.

Tivin studies compare similarities between different types of twins to deter-
mine the genetic basis of specific traits. Monozygotic twins, or identical twins, result
from one zygote (fertilized egg) dividing in two; each new zygote, and therefore
each twin, has the same chromosomes and the same genes on each chromosome.
Interesting research indicates, however, that monozygotic twins’ DNA might not
be as identical as long thought, due to subtle differences in how the mother’s and
father’s genes are combined (Bruder et al., 2008). Dizygotic twins, sometimes
called fraternal or nonidentical twins, result from two separately fertilized eggs devel-
oping in the mother’s womb simultaneously; the resulting twins are no more

monozygotic twins Twin siblings who result
from one zygote splitting in two and therefore
share the same genes (i.e., identical twins).

dizygotic twins Twin siblings who result
from two separately fertilized eggs
(ie., fraternal twins).
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FIGURE 3.8 Twins (a) Fraternal twins,
such as this pair pictured during their 13th
birthday party, result when two separate eggs
are fertilized at the same time. (b) Identical
twins result when one fertilized egg splits in
two. Identical twins Dean and Dan Caten are
fashion designers who host Bravo television’s
Launch My Line.
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similar genetically than any other pair of siblings. To the extent that monozygotic
twins are more similar than dizygotic twins, the increased similarity is consid-
ered most likely due to genetic influence. Even identical twins do not have the
exact same environment (and in rare circumstances might even have some
different genes due to random mutations), and therefore they have different
phenotypes, but they are typically much more similar than dizygotic twins, who
differ in genotype and phenotype.

Adoption studies compare the similarities between biological relatives and adop-
tive relatives. Nonbiological adopted siblings may share similar home environments
but will have different genes. Therefore, the assumption is that similarities among
nonbiological adopted siblings have more to do with environment than with genes.
Growing up in the same home turns out to have relatively little influence on many
traits, such as personality. Indeed, after genetic similarity is controlled for, even bio-
logical siblings raised in the same home are no more similar than two strangers
plucked at random off the street. (This point is examined in greater detail in Chapter
11, “Human Development,” and Chapter 13, “Personality.”)

One way to conduct a behavioural genetic study is to compare monozygotic
twins who have been raised together with ones who were raised apart (FIGURE 3.8).
Thomas Bouchard and his colleagues at the University of Minnesota identified
more than 100 pairs of identical and nonidentical twins, some raised together and
some raised apart (1990). The researchers examined a variety of these twins’ char-
acteristics, including intelligence, personality, well-being, achievement, alienation,
and aggression. The general finding from the Minnesota Twin Project was that
identical twins, raised together or not, were likely to be similar. The “Jim twins”

(a) Dizygotic (fraternal) twins

Two sperm fertilize which become

\t?/o eggs... two zygotes.

One sperm fertilizes and the zygote
one egg... splits in two.

N

(b) Monozygotic (identical) twins




were among the most famous case studies to emerge from this project. These twin
brothers were separated at birth and raised by different families. It is easy to guess
about how each one was given the same name, but how is it possible that each
James went on to marry a woman named Linda, divorce Linda and marry a woman
named Betty, name a son James Alan (or James Allen), and name a dog Toy? In
addition, both were part-time law-enforcement ofticers who drove Chevrolets and
vacationed in Florida. Just to complete the circle, they were the same height and
weight, chain-smoked the same brand of cigarettes, and drank the same brand of
beer. Although no one would seriously suggest there are genes for naming dogs
Toy or for marrying and divorcing women named Linda, the many similarities in
the Jim twins’ lives point to the strong genetic influences in shaping personality
and behaviour.

Some critics have argued that most of the adopted twins in the Minnesota study
were raised in relatively similar environments, in part because adoption agencies
try to match the child to the adoptive home. However, this argument does not
explain the identical twins Oskar Stohr and Jack Yufe, who were born in Trinidad
in 1933 (T.]J. Bouchard et al., 1990). Oskar was raised a Catholic in Germany and
eventually joined the Nazi Party. Jack was raised a Jew in Trinidad and lived for a
while in Israel. Few twins have more different backgrounds. Yet when they met,
at an interview for the study, they were wearing similar clothes, exhibited similar
mannerisms, and shared odd habits such as flushing the toilet before using it, dip-
ping toast in coffee, storing rubber bands on their wrists, and enjoying startling
people by sneezing loudly in elevators. Some critics feel that nothing more than
coincidence is at work in these case studies and that if a researcher randomly selected
any two people of the same age, many surprising similarities would exist in those
people and their lives, just by coincidence, even if the people and their lives dif-
fered in most other ways. But twins and other relatives share similarities beyond
coincidental attributes and behaviour quirks. For instance, intelligence and per-
sonality traits such as shyness tend to run in families due to strong genetic
components.

Moreover, some evidence suggests that twins raised apart may be more similar
than twins raised together. This phenomenon might occur if parents encouraged
individuality in twins raised together by emphasizing different strengths and inter-
ests as a way of helping each twin develop as an individual. In effect, the parents
would actively create a different environment for each twin.

UNDERSTANDING HERITABILITY Heredity is the transmission of characteristics
from parents to offspring by means of genes. A term that is often confused with
heredity but means something else altogether is heritability, which is a statistical
estimate of the genetic portion of the variation in some specific trait. The heri-
tability for a trait depends on the variation, the measure of the overall difference
among a group of people for that particular trait. That is, within a group of peo-
ple (e.g., Canadian women), how much do members vary in some trait (e.g.,
height)? Once we know the typical amount of variation within the population,
we can see whether people who are related show less variation. For instance, do
sisters tend to be more similar in height than unrelated women chosen at random?

Heritability refers to populations, not to individuals. If within a certain popu-
lation a trait such as height has a heritability of .60, that means 60 percent of height
variation among individuals within that population is genetic, not that anyone nec-
essarily gets 60 percent of his or her height from genetics and 40 percent from
environment. For instance, almost everyone has two legs, and more people lose legs
through accidents than are born without them. Thus the heritability value for

heritability A statistical estimate of the

variation, caused by differences in heredity, in

a trait within a population.
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having two legs is nearly zero, despite the obvious fact that the human genome

includes instructions for growing two legs. Herein lies a key lesson: Estimates of

heritability are concerned only with the extent that people differ in terms of their

genetic makeup within the group.

Social and Environmental Contexts Influence

Genetic Expression

In a longitudinal study of criminality, Avshalom Caspi and his colleagues (2002) fol-
lowed a group of more than 1,000 New Zealanders from their births in 1972-73

FIGURE 3.9 Scientific Method: Caspi’s Study of the Influence of
Environment and Genes

Hypothesis: The enzyme monoamine oxidase (MAO) may be important in determining
susceptibility to the effects of maltreatment, because low levels of MAO have been
implicated in aggressive behaviours.

Research Method:

€D A group of more than 1,000 New Zealanders were followed from birth to adulthood.

E) Researchers measured the presence of the
MAO gene, which comes in two forms, one
that leads to higher levels of MAO and one
that leads to lower levels (nature).

B Researchers measured which
children were mistreated by
their parents (nurture).

3 Researchers measured the tendency
toward criminal behaviour.

Results: Those who had the gene for
low MAO activity were much more likely
than others to have been convicted of
violent crimes if they had been maltreated
as children. The effects of maltreatment
had less influence on those with the
high-MAO gene.

60

B No maltreatment
B Probable maltreatment
Convicted 40 M Severe maltreatment

of violent 30
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Conclusion: Nature and nuture can work together to affect human behaviour.
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until adulthood, collecting enormous
amounts of information about the par-
ticipants and their lives each few years.
When the participants were 26 years
old, the investigators were able to
examine which factors predicted who
became a violent criminal. Prior
research had demonstrated that children
who are mistreated by their parents are
more likely to become violent offend-
ers. But not all mistreated children
become violent, and these researchers
wanted to know why not. They
hypothesized that the enzyme
monoamine oxidase (MAQ) is impor-
tant in determining susceptibility to the
effects of maltreatment, because low
levels of MAO have been implicated in
aggressive behaviours (see Chapter 14,
“Psychological Disorders”). The gene
that controls MAO comes in two
forms, one of which leads to higher lev-
els of MAO and one of which leads to
lower levels. Caspi and colleagues found
that boys with the low-MAO gene
appeared to be especially susceptible to
early childhood maltreatment and were
much more likely to be convicted of a
violent crime than those with the high-
MAO gene. Indeed, although only 1 in
8 boys both was mistreated and had the
low-MAO gene, these boys were
responsible for nearly half of all violent
crimes committed by the group
(FIGURE 3.9). The New Zealander study
is a good example of how nature and
nurture together affect behaviour—in
this case, unfortunately, violent behav-
iour. Nature and nurture are inextri-
cably entwined.

Many other studies have provided
evidence that genes and social contexts



interact to affect the phenotype. Sandra Scarr and her colleagues have proposed
a theory of development that stresses the interactive nature of genes and environ-
ment (Scarr & McCarthy, 1983).According to Scarr, early environments influence
young children, but children’s genes also influence the experiences they receive.
For instance, children exposed to the same environment interpret and react to it in
different ways. When teased, some children withdraw, others shrug it off without
concern, and still others fight back. Because of differences in how they react to
events, different children evoke different responses from others. A well-mannered,
cuddly child cues more nurturing from parents and others than an irritable, fussy
child does. Similarly, a child who seems to enjoy reading is likely to get more books
and be read to more often than one who does not. And as children become older,
they can choose their social situations. Some children prefer vigorous outdoor
activities, others prefer quieter indoor activities, and so on.Thus genes predispose
people to certain behaviours, those behaviours elicit particular responses, and those
subsequent interactions then shape the phenotype. Because genes and social con-
texts interact, separating their independent effects can be very difficult. Some
would argue that it is impossible.

Genetic Expression Can Be Modified

Researchers can employ various gene manipulation techniques to enhance or
reduce particular genes’ expression or even to insert genes from one animal
species into embryos of another. The researchers can then compare the genet-
ically modified animals with unmodified ones to test theories about the affected
genes’ functions. Such techniques have dramatically increased our understand-
ing of how gene expression influences thought, feeling, and behaviour. For
instance, among the transgenic mice discussed in Chapter 2 are knockouts,
research mice from which genes have been “knocked out,” or rendered inactive
by being removed from or disrupted within the genome (FIGURE 3.10); if a gene
is important for a specific function, knocking out that gene should interfere with
the function. This experimental technique has revolutionized genetics, and in
recognition the 2007 Nobel Prize in Medicine was awarded to the three scien-
tists who developed it: Italian-born Mario Capecchi, British-born Oliver
Smithies, and Sir Martin Evans of Cardiff University, UK.

One remarkable finding from genetic manipulation is that changing even a sin-
gle gene can dramatically change behaviour. Through various gene manipulations,
researchers have created anxious mice, hyperactive mice, mice that cannot learn or

FIGURE 3.10 Genetic Modifications These
mice look different because the gene affecting
hair growth was “knocked out” of the mouse on
the left but not the mouse on the right.
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remember, mice that groom themselves to the point of baldness, mice that fail to
take care of their offspring, and even mice that progressively increase alcohol intake
when stressed (Marcus, 2004; Ridley, 2003). In one study, a gene from the highly
social prairie vole was inserted into the developing embryos of normally anti-social
mice. The resulting transgenic mice exhibited social behaviour more typical of prairie
voles than of mice (Insel & Young, 2001). Another study found that knocking out
specific genes led mice to forget mice they had previously encountered. These
knockouts also failed to investigate new mice placed in their cages, though normal
mice would do so readily. In essence, knocking out one gene led to multiple impair-
ments in social recognition (Choleris et al., 2003). This finding indicates not that
mice have a specific gene for being social, but that changing one gene’s expression
leads to the expression of a series of other genes, an effect that ultimately influences
even complex behaviours. As noted by the Canadian psychologist David Suzuki and
colleagues (1989), genes seldom work in isolation to influence mind and behav-
iour; rather, complex interaction among thousands of genes gives rise to the com-
plexity of human experience.

CRITICAL THINKING SKILL

Seeking Disconfirming Evidence

Most of us tend to focus on information that confirms what we already
believe. Suppose you believe that genetics plays only a small role in the way
people think, feel, and act. How would you test this belief? If you are like
most people, you would look for studies that show a small genetic effect
and criticize studies that show a large one. But a better way to gather and
study information would be to draw a 2 X 2 chart and fill in every cell
(FIGURE 3.11).

On the left, you would list each position: your thesis (A) and its oppo-
site, or antithesis (B). In the middle, you would supply at least one or two
reasons supporting each position, provide evidence for each reason, and

List your thesis (A) Supply at least one or two Supply at least one or two
and its opposite, reasons supporting each reasons contradicting each
or antithesis (B). position, provide evidence position, provide evidence
for each reason, and evaluate for each reason, and evaluate
the strength of each piece the strength of each piece
of evidence. of evidence.
Supporting Contradicting
Reasons and Evidence Reasons and Evidence
A. Genetic influences 1. 1.
on mind and behaviour | Strength Strength
are small.
2. 2.
Strength Strength
B. Genetic influences 1. 1.
on mind and behaviour = Strength Strength
are large. 2 2
Strength Strength

FIGURE 3.11 Think Critically: Supporting and Contradictory Evidence
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evaluate the relative strength of each piece of evidence. (For example, how
reliable is your source for this information? If a study was conducted, did it
use appropriate control groups?) On the right, you would supply at least
one or two reasons contradicting each position, provide evidence for each
of these reasons, and, as with the supporting evidence, evaluate the relative
strength of each piece of evidence. Thus the table would force you to con-
sider not only information that supports your beliefs but also information
that fails to support them.

Suppose you believe that vitamin C reduces your likelihood of getting a
cold. If you acted on the natural tendency to consider only confirming infor-
mation, you would look for studies in which people who took vitamin C had
fewer colds. If you employed this table, you would also need to consider other
possibilities, such as studies in which people took vitamin C and did not have
fewer colds, or did not take vitamin C and had fewer colds, or did not take
vitamin C and had more colds. To consider the subject thoroughly, you would
include all four kinds of studies in your thinking. In many contexts, this crit-
ical thinking skill (or strategy) will not only guide you away from ignoring
disconfirming evidence. It will also increase your ability to gather discon-
firming evidence, evaluate it, and thereby strengthen your arguments—for
and against.

SUMMING UP

What Is the Genetic Basis of Psychological Science?

Human behaviour is influenced by genetic processes. People inherit both physical
characteristics and personality traits from their parents. Only recently have scien-
tists developed the tools to measure genetic processes and the roles that various
genes play in psychological activity. The Human Genome Project has mapped DNA's
basic sequence, information that eventually will be translated into medical treat-
ments and a greater understanding of individual differences among people.
Researchers increasingly are studying how and when genes are expressed, in addi-
tion to particular traits’ heritability. Among the genetic research tools are methods
that enhance or interrupt gene expression by selectively knocking out specific genes
to reveal which behaviours are affected.

MEASURING UP
1. The difference between genotype and phenotype is that

a. genotype refers to an organism’s genetic makeup; phenotype refers to
observable characteristics that result from genetic and environmental
influences

b. genotype refers to monozygotic twins’ (nearly) identical genetic makeup;
phenotype refers to dizygotic twins’ genetic makeup

c. genotypes can be modified by experiences; phenotypes can be modified
only if the underlying genes are knocked out

d. genotypes direct the experiences organisms seek for themselves;
phenotypes cannot affect environmental events

2. What is the principle behind knockout gene research?
a. Aggressive behaviour is inherited through so-called knockout genes.

What Is the Genetic Basis of Psychological Science?
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LEARNING OBJECTIVES
Describe the electrical and
chemical bases for communication
among neurons.

List the major neurotransmitters
and what they do.

neuron The basic unit of the nervous
system; it operates through electrical impulses,
which communicate with other neurons
through chemical signals. Neurons receive,
integrate, and transmit information in the
nervous system.

sensory neurons One of the three types of
neurons, these afferent neurons detect
information from the physical world and pass
that information along to the brain.

motor neurons One of the three types of
neurons, these efferent neurons direct muscles
to contract or relax, thereby producing
movement.

interneurons One of the three types of
neurons, these neurons communicate only with
other neurons, typically within a specific brain
region.

FIGURE 3.12 The Three Types of
Neurons Receptors send afferent signals to
the brain for processing. An efferent signal is
then sent from the brain to the body via the
spinal cord to produce a response.
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b. By rendering a single gene inactive, we can study that gene’s effects on
behaviour.

c. Knockout genes reveal the relative contributions of prenatal and
postnatal experiences on offspring.

d. Knockout genes reduce the need for using MRIs to study brain development.

How Does the Nervous System Operate?

Neurons Are Specialized for Communication

Neurons, the basic units of the nervous system, are cells that specialize in commu-
nication. Neurons differ from most other cells because they are excitable: They oper-
ate through electrical impulses and communicate with other neurons through

chemical signals. They have three functions: fAKING INANFORMAGON from neighbour-

ing neurons (reception), tegrating those signal§ (conduction), and

to other neurons (transmission).

TYPES OF NEURONS The three basic types of neurons are sensory neurons, motor neu-
rons, and interneurons. Sensory neurons detect information from the physical world and
pass that information along to the brain, usually via the spinal cord.You know from
hitting your funny bone that sensory neurons can transmit fast-acting signals that trig-
ger a nearly instantaneous bodily response and sensory experience. Sensory neurons
are often called afferent neurons, meaning they carry information to the brain.The sen-
sory nerves that provide information from muscles are referred to as somatosensory,
which is the general term for sensations experienced from within the body.

Motor neurons direct muscles to contract or relax, thereby producing movement.
Motor neurons are therefore efferent neurons, neurons that transmit signals from the
brain to the muscles throughout the body. Interneurons communicate within local or
short-distance circuits. That is, interneurons integrate neural activity within a single area
rather than transmitting information to other brain structures or to the body organs.

Together, sensory and motor neurons control movement (FIGURE 3.12). For
instance, if you are using a pen to take notes as you read these words, you are

A Afferent
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B Muscle contraction
raises forearm
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contracting and relaxing your hand muscles and finger muscles to adjust your fin-
gers’ pressure on the pen. When you want to use the pen, your brain sends a mes-
sage via motor neurons to your finger muscles so they move in specific ways.
Receptors in both your skin and your muscles send back messages through sensory
neurons to help determine how much pressure is needed to hold the pen.This sym-
phony of neural communication for a task as simple as using a pen is remarkable,
yet most of us employ motor control so easily that we rarely think about it.
Complex networks of thousands of neurons sending and receiving signals are the
functional basis of all psychological activity. In fact, they are the basis of your every
thought, your every emotion, your every action. Essentially, you are your nervous sys-
tem. Although single neurons’ actions are simple to describe, human complexity results
from billions of neurons, each making contact with tens of thousands of other neurons.
Neurons do not communicate randomly or arbitrarily; they selectively communicate
with other neurons to form circuits, or neural networks. These networks develop through
maturation and experience, forming permanent alliances among groups of neurons.

NEURON STRUCTURE Neurons have difterent functions and come in a wide
assortment of shapes and sizes, but all types usually share four structural regions
that participate in the neuron’s communication functions: the dendrites, the cell
body, the axon, and the terminal buttons (FIGURE 3.13). The dendrites are short,
branchlike appendages that increase the neuron’s receptive field and detect chem-
ical signals from neighbouring neurons. In the cell body, the information received
from thousands of other neurons is collected and integrated.

Once the incoming information from many other neurons has been integrated
in the cell body, electrical impulses are transmitted along a long narrow outgrowth
known as the axon. Axons vary tremendously in length, from a few millimetres to
more than a metre. The longest axons stretch from the spinal cord to the big toe.
You probably have heard the term nerve, as in a pinched nerve. Used in this con-
text, a nerve refers to a bundle of axons that carry information between the brain
and other places in the body.

Terminal buttons, small nodules at the axons’ ends, receive the electrical impulses
and release chemical signals from the neuron to an area called the synapse, or synap-
tic cleft, the site for chemical communication between neurons. Neurons do not touch
each other; they communicate by sending chemicals into tiny gaps between the axon
of the “sending” neuron and the dendrites of the “receiving” neuron. Chemicals leave
one neuron, cross the synapse, and pass signals along to other neurons’ dendrites.

The neuron’s membrane serves as its boundary. The membrane also plays an
important role in communication between neurons by regulating the concentra-
tion of electrically charged molecules that are the basis of the neuron’s electrical
activity (discussed further below). These electrical signals travel quickly down the

Dendrites

Cell body

Direction of
neer

Node of
Ranvier

Terminal
buttons

Myelin sheath
(glial cells)
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Synapse

dendrites Branchlike extensions of the neuron
that detect information from other neurons.

cell body In the neuron, where information
from thousands of other neurons is collected
and processed.

axon A long narrow outgrowth of a neuron
by which information is transmitted to other
neurons.

terminal buttons Small nodules, at the ends
of axons, that release chemical signals from
the neuron to the synapse.

synapse, or synaptic cleft The site for
chemical communication between neurons,
which contains extracellular fluid.

FIGURE 3.13 Neuron Structure
Messages are received by the dendrites,
processed in the cell body, transmitted along
the axon, and sent to other neurons via chem-
ical substances released from the terminal
buttons across the synapse.
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myelin sheath A fatty material, made up of
glial cells, that insulates the axon and allows
for the rapid movement of electrical impulses
along the axon.

nodes of Ranvier Small gaps of exposed
axon, between the segments of myelin sheath,
where action potentials are transmitted.

resting membrane potential The electrical
charge of a neuron when it is not active.

FIGURE 3.14 Resting Membrane
Potential A neuron at rest is polarized—it
has a different electrical charge inside and
outside. The passage of negative and positive
ions inside and outside the membrane is regu-
lated by ion channels located at the nodes of
Ranvier.
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axon because of the fatty myelin sheath that encases and insulates it like the plas-
tic tubing around wires in an electrical cord. Made up of glial cells (Greek, “glue”),
the myelin sheath grows along an axon in short segments. Between these segments
are small gaps of exposed axon called the nodes of Ranvier (after the French
anatomist Louis A. Ranvier, the researcher who first described them). At these gaps
are ion channels, which allow negatively and positively charged ions to pass in and
out of the cell when the neuron transmits signals down the axon.

THE RESTING MEMBRANE POTENTIAL IS NEGATIVELY CHARGED When a
neuron is resting (not active) the inside and outside differ electrically, a phenom-
enon referred to as the resting membrane potential (FIGURE 3.14). This difference
occurs because the ratio of negative to positive ions is greater inside the neuron
than outside it. Therefore, the electrical charge inside the neuron is slightly more
negative than the one outside. Changing this differential electrical charge inside
and outside the neuron, polarization, creates the electrical energy necessary to
power the firing of the neuron.

THE ROLES OF SODIUM AND POTASSIUM IONS Two types of ions that con-
tribute to a neuron’s resting membrane potential are sodium ions and potassium ions.
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Although other ions are involved in neural activity, sodium and potassium are most
important for this discussion. Ions pass through the cell membrane at ion channels,
specialized pores located at the nodes of Ranvier. Each channel matches a specific
type of ion (i.e., sodium channels allow sodium but not potassium and vice versa),
and the flow of ions through each channel is controlled by a gating mechanism.
When a gate is open, ions flow in and out of the cell membrane;a closed gate will
prevent their passage. lon flow also is affected by the cell membrane’s selective per-
meability; the membrane allows some types of ions to cross more easily than oth-
ers, much like a bouncer at an exclusive nightclub. Partially as a result of this
selective permeability of the cell membrane, more potassium is inside the neuron
than sodium, an imbalance that contributes to polarization. Another mechanism
in the membrane that contributes to polarization is the sodium-potassium pump.
This pump works to increase potassium and decrease sodium inside the neuron.

Action Potentials Cause Neural Communication

Neural communication depends on a neuron’s ability to respond to incoming stimu-
lation by changing electrically and then passing along signals to other neurons. An action
potential, also called neural firing, is the electrical signal that passes along the axon and
causes the release of chemicals that transmit signals to other neurons. The following
sections examine some factors that contribute to an action potential’s firing.

CHANGES IN ELECTRICAL POTENTIAL LEAD TO ACTION A neuron receives
chemical signals from nearby neurons through its dendrites, and these signals tell the
neuron whether to fire. The signals, which work by affecting polarization, arrive at the
dendrites by the thousands and are of two types: excitatory and inhibitory. Excitatory
signals depolarize the cell membrane, increasing the likelihood that the neuron will
fire; inhibitory signals hyperpolarize the cell, decreasing the likelihood that the neu-
ron will fire. Excitatory and inhibitory signals received by the dendrites are inte-
grated within the neuron. If the total amount of excitatory input from the other
neurons surpasses the receiving neuron’s threshold, an action potential is generated.
When a neuron fires, the sodium gates in the cell membrane open, allowing sodi-
um ions to rush into the neuron. This influx of sodium causes the inside of the
neuron to become slightly more positively charged than the outside. A fraction of
a second later, potassium channels open to allow the potassium ions inside the cell
membrane to rush out. This change from a negative charge to a positive one inside
the neuron is the basis of the action potential. As the sodium ion channels close, the
sodium ions stop entering the cell; similarly, as the potassium ion channels close,
potassium ions stop exiting the cell. The electrical charge inside the cell during this
process starts out slightly negative in its initial resting state, then becomes positive
as it fires and allows more positive ions inside the cell, and then through natural
restoration it goes back to its slightly negative resting state (FIGURE 3.15).

ACTION POTENTIALS SPREAD ALONG THE AXON When the neuron fires, the cell
membrane’s depolarization moves along the axon like a wave, an action called prop-
agation. Sodium ions rush through their ion channels, causing adjacent sodium chan-
nels to open. Thus, like toppling dominoes, sodium ion channels open successively,
always moving down the axon away from the cell body to the terminal buttons.
Because of the insulation provided by the myelin sheath, the action potential skips
quickly along the axon, pausing only briefly to be recharged at each node of
Ranvier on the axon.The entire process takes only about 1/1,000 of a second, per-
mitting the fast and frequent adjustments required for coordinating motor activity.

action potential The neural impulse that
passes along the axon and subsequently
causes the release of chemicals from the
terminal buttons.
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FIGURE 3.15 Action Potential The electrical charge inside the neuron starts out slightly neg-
ative (resting membrane potential). As the neuron fires, it allows more positive ions inside the cell
(depolarization). Through natural restoration (repolarization), it then returns to its slightly negative
resting state.

Deterioration of the myelin sheath leads to multiple sclerosis (MS), an especially
tragic neurological disorder that begins in young adulthood. The earliest symptoms
are often numbness in the limbs and blurry vision. Since the myelin insulation helps
messages move quickly along axons, demyelination slows down neural impulses. The
axons essentially short-circuit, and normal neural communication is interrupted. Motor
actions become jerky, as those afflicted lose the ability to coordinate motor move-
ments. Over time, movement, sensation, and coordination are severely impaired. As
the myelin sheath disintegrates, axons are exposed and may start to break down.
According to the Multiple Sclerosis Society of Canada, MS is the most common neu-
rological disorder aftecting young adults in Canada and Canadians have one of the
highest rates of MS in the world. This is not surprising, because MS is more com-
mon in cold climates than in warm climates. It is unclear why cold weather makes
MS more likely. However, growing up in a cold climate seems more relevant than
moving to one; moving from a cold climate to a warmer one does not seem to reduce
the risk of developing MS. There is also evidence for a genetic component to MS.
A large study of 370 Canadian twin pairs found a greater concordance for monozy-
gotic than dyzogotic twins, although this effect occurred primarily among female twin
pairs (Willer et al., 2003), perhaps because MS is more common among females than
among males. There is no known cure for MS.

ALL-OR-NONE PRINCIPLE Any one signal received by the neuron has little influ-
ence on whether it fires. Normally, the neuron is barraged by thousands of excitatory
and inhibitory signals, and its firing is determined by the number and frequency of
those signals. If the sum of excitatory and inhibitory signals leads to a positive change
in voltage that exceeds the neuron’s firing threshold, an action potential is generated.

A neuron either fires or it does not; it cannot partially fire. The all-or-none
principle dictates that a neuron fires with the same potency each time (i.e., it does
not fire in a way that can be described as weak or strong). How often the neuron
fires depends on the strength of stimulation. For the sake of comparison, suppose
you are playing a video game in which you fire missiles by pressing a button.
Every time you press the button, a missile is launched at the same velocity as
the previous one. It makes no difference how hard you press the button. But if you
keep your finger on the button, additional missiles fire in rapid succession. Thus
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the strong stimulus—your finger holding down the button—controls the firing fre-
quency. Likewise, if a neuron in the visual system, for example, receives informa-
tion that a light is bright, it might respond by firing more rapidly and more often
than when it receives information that the light is dim.

Neurotransmitters Bind to Receptors across the Synapse

As noted above, neurons do not touch one another; they are separated by a small
space known as the synapse or synaptic cleft, the site of chemical communication
between neurons. Action potentials cause neurons to release chemicals from their
terminal buttons. These chemicals travel across the synaptic cleft and are received
by other neurons’ dendrites. The neuron that sends the signal is called presynaptic,
and the one that receives the signal is called postsynaptic.

How do these chemical signals work (FIGURE 3.16)? Inside each terminal
button are small packages, or vesicles, that contain neurotransmitters, chemical
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neurotransmitter A chemical substance that
carries signals from one neuron to another.

FIGURE 3.16 How Neurotransmitters
Work
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receptors In neurons, specialized protein

molecules, on the postsynaptic membrane,

that neurotransmitters bind to after passing
across the synaptic cleft.

reuptake The process whereby a
neurotransmitter is taken back into the
presynaptic terminal buttons, thereby stopping
its activity.

agonist Any drug that enhances the actions
of a specific neurotransmitter.

antagonist Any drug that inhibits the action
of a specific neurotransmitter.

substances that carry signals across the synaptic cleft. After an action potential trav-
els to the terminal button, it causes the vesicles to release their neurotransmitters
into the synaptic cleft. These neurotransmitters then spread across the synaptic cleft
and attach themselves, or bind, to receptors on the postsynaptic neuron. Receptors
are specialized protein molecules located on the postsynaptic membrane.The bind-
ing of a neurotransmitter with a receptor produces an excitatory or inhibitory sig-
nal for the postsynaptic neuron, thus encouraging or discouraging neural firing.

NEUROTRANSMITTERS BIND WITH SPECIFIC RECEPTORS Before the 1970s,
most researchers believed that communication in the brain took place through the
actions of just five or so neurotransmitters. Researchers now know that more than
60 chemicals transmit information in the brain and body. Different transmitters
influence either emotion, thought, or behaviour. In much the same way as a lock
opens only with the correct key, each receptor can be influenced by only one type
of neurotransmitter.

Once neurotransmitters are released into the synapse, they continue to fill and
stimulate that receptor, and they block new signals until their influence is termi-
nated. The three major events that terminate the transmitters’ influence in the synap-
tic cleft are reuptake, enzyme deactivation, and autoreception. Reuptake occurs when the
neurotransmitter molecules are taken back into the presynaptic terminal buttons.
The cycle of reuptake and release repeats continuously. An action potential prompts
terminal buttons to release the transmitter into the synaptic cleft and then take it
back for recycling. Enzyme deactivation occurs when an enzyme destroys the trans-
mitter substance in the synaptic cleft. Different enzymes break down different
neurotransmitters. Neurotransmitters can also bind with receptors on the pre-
synaptic neuron. These auforeceptors monitor how much neurotransmitter has been
released into the synapse. When excess is detected, the autoreceptors signal the
presynaptic neuron to stop releasing the neurotransmitter.

All neurotransmitters trigger or inhibit action potentials. Their effects are a func-
tion of the receptors to which they bind, which in turn determine which neurons
will fire or be less likely to fire. The same neurotransmitter can send excitatory or
inhibitory postsynaptic signals, depending on the receptor’s properties.

Neurotransmitters Influence Mind and Behaviour

Much of what is known about neurotransmitters has been learned through the sys-
tematic study of drugs’ and toxins’ effects on emotion, on thought, and on behav-
iour. Drugs and toxins can alter neurotransmitters’ actions in several ways: They can
alter how neurotransmitters are synthesized, they can raise or lower the amounts
of neurotransmitters released from the terminal buttons, and by blocking reuptake
they can change the way neurotransmitters are deactivated in the synaptic cleft.
Drugs and toxins that enhance neurotransmitters” actions are known as agonists;
drugs inhibiting these actions are known as antagonists (FIGURE 3.17). Drugs and
toxins can also mimic neurotransmitters and bind with their receptors as if they
were the real thing. Addictive drugs such as heroin and cocaine, for example, have
their effects because they are chemically similar to naturally occurring neurotrans-
mitters; the receptors cannot differentiate between the ingested drug and the real
neurotransmitter released from a presynaptic neuron. That is, although the relation-
ship between a neurotransmitter and receptor is like a lock and key, the receptor
cannot tell a real key from a forgery—either will open it.

Researchers often inject agonists or antagonists into animals’ brains to assess a
neurotransmitter’s behavioural effects. In this way, they are working to develop drug
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FIGURE 3.17 How Drugs Work
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treatments for many psychological and medical disorders. For instance, researchers
can test the hypothesis that a certain neurotransmitter in a specific brain region
leads to increased eating. Injecting an agonist into that brain region should increase
eating while injecting an antagonist should decrease eating.

TYPES OF NEUROTRANSMITTERS There are many kinds of neurotransmitters.
Nine of them have been the focus of research in psychological science; these
neurotransmitters are particularly important in understanding how we think, feel,
and behave (TABLE 3.1).

The neurotransmitter acetylcholine (ACh) is responsible for motor control at the
junctions between nerves and muscles. Terminal buttons release acetylcholine into
synapses. After moving across the synapses, it binds with receptors on muscle cells,
making the muscles contract or relax. For instance, ACh excites skeletal muscles and
inhibits heart muscles. As is true of all neurotransmitters, whether ACh’s effects will
be excitatory or inhibitory depends on the receptors. Botulism, a form of food poi-
soning, inhibits the release of ACh from terminal buttons, leading to difficulty in
breathing and chewing and often to death. Because of its ability to paralyze muscles,
botulism is used in small, much less toxic doses for cosmetic surgery. Physicians inject
botulism, popularly known as Botox, into the eyebrow region, paralyzing muscles
that produce certain wrinkles (FIGURE 3.18). Because the effects wear off over time,
a new dose of botulism needs to be injected every two to four months. If too much
Botox is injected, however, the result can be an expressionless face, because Botox
paralyzes the facial muscles we use to express emotions, as in smiling and frowning,.

Acetylcholine is also involved in complex mental processes such as learning,
memory, sleeping, and dreaming. Because ACh affects memory and attention, drugs
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acetylcholine (ACh) The neurotransmitter
responsible for motor control at the junction
between nerves and muscles; also involved in
mental processes such as learning, memory,
sleeping, and dreaming.
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Table 3.1 Common Neurotransmitters and Their Major Functions

Neurotransmitter

acetylcholine

epinephrine

norepinephrine

Functions

Motor control over muscles
Learning, memory, sleeping, and dreaming

Energy

Arousal and vigilance

serotonin Emotional states and impulsiveness
Dreaming
dopamine Reward and motivation
Motor control over voluntary movement
GABA (gamma-aminobutyric acid) Inhibition of action potentials
Anxiety and intoxication
glutamate Enhances action potentials
Learning and memory
endorphins Pain reduction

substance P

epinephrine The neurotransmitter responsible
for adrenaline rushes, bursts of energy caused
by its release throughout the body.

norepinephrine The neurotransmitter

Reward

Pain perception
Mood and anxiety

that are ACh antagonists can cause temporary amnesia. In a similar way, Alzheimer’s
disease, a condition characterized primarily by severe memory deficits, is associated

involved in states of arousal and awareness. with diminished ACh functioning (Geula & Mesulam, 1994). Drugs that are ACh
serotonin A monoamine neurotransmitter agonists may enhance memory and decrease other symptoms, but so far drug treat-
important for a wide range of psychological ments for Alzheimer’s have experienced only marginal success.

activity, including emotional states, impulse Four of these transmitters (epinephrine, norepinephrine, serotonin, and
control, and dreaming. dopamine) are called monoamines. Their major functions are to regulate states of

i
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arousal and affect (feelings) and to motivate behaviour.
Monoamine oxidase (MAQ) is an enzyme that interrupts the
activity of all monoamines. As discussed earlier, men who
have a gene that produces low levels of MAO and who have
been mistreated as children are much more likely to be con-
victed of violent crimes.

The neurotransmitter epinephrine is found throughout
the body, with small amounts in the brain. It was initially
called adrenaline and is the basis for the phrase adrenaline rush,
a burst of energy caused by its release in the body.
Norepinephrine is involved in states of arousal and alertness.
Norepinephrine is especially important for vigilance, a
heightened sensitivity to what is going on around you.
Norepinephrine appears useful for fine-tuning the clarity of
attention; it inhibits responsiveness to weak synaptic inputs
and strengthens or maintains responsiveness to strong synap-
tic inputs.

Serotonin is involved in many diverse behaviours; it is
especially important for emotional states, impulse control,
and dreaming. Low levels of serotonin are associated with
sad and anxious moods, food cravings, and aggressive behav-
iour. Drugs that block serotonin reuptake and thus leave
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more serotonin in the synapse to bind with the postsynaptic neurons are now used
to treat a wide array of mental and behavioural disorders, including depression,
obsessive-compulsive disorders, eating disorders, and obesity (Tollesfson, 1995). One
class of drugs that specifically target serotonin is prescribed widely to treat depres-
sion; these drugs, which include Prozac, are referred to as selective serotonin reuptake
inhibitors, or SSRI.

Dopamine serves many significant brain functions, especially motivation and
motor control. Many theorists believe dopamine is the primary neurotransmitter
that communicates which activities may be rewarding. Eating when hungry, drink-
ing when thirsty, and having sex when aroused, for example, activate dopamine
receptors and therefore are experienced as pleasurable. At the same time, dopamine
activation is involved in motor control and planning, thereby guiding behaviour
toward things—objects and experiences—that will lead to additional reward.
Dopamine also is involved in controlling voluntary muscle movements. A lack of
dopamine may also be involved in problems with movement. This is the case for
the Canadian actor Michael J. Fox, who has become as well known for his unfor-
tunate medical condition as for his acting ability. He is one of the many people,
famous and nonfamous, who have developed the neurodegenerative disorder
Parkinson’s disease (PD). First identified by the British physician James Parkinson
in 1817, PD is marked by muscular rigidity, tremors, and difficulty initiating vol-
untary action. It affects about 1 in every 200 older adults and occurs in all known
cultures. Although most PD patients do not experience symptoms until after age
50, the case of Michael J. Fox makes it clear that the disease can occur earlier.

A promising development in Parkinson’s research is the transplanting of fetal
tissue into human brains in the hope that the new fetal cells will produce
dopamine.

In Canada, the first fetal transplant to treat
Parkinson’s took place at the Victoria General
Hospital in 1991, on a 61-year-old woman who
had suftered from the disease for more than 20
years (Mendez et al., 1992). The Dalhousie
University physician who conducted this sur-
gery has since found evidence that transplanted
dopamine neurons thrive (FIGURE 3.19) and can
last without problems for as long as 14 years
(Mendez et al., 2008). Other clinical studies
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FIGURE 3.18 Acetylcholine and Botox
Acetylcholine (ACh) is responsible for motor
control between nerves and muscles. Botox
inhibits the release of ACh, paralyzing
muscles.

dopamine A monoamine neurotransmitter
involved in reward, motivation, and motor
control.

Parkinson’s disease (PD) A neurological
disorder that seems to be caused by dopamine
depletion, marked by muscular rigidity, tremors,
and difficulty initiating voluntary action.

FIGURE 3.19 Hope for Parkinson’s
Patients In this study, neurosurgeons from
Dalhousie University transplanted fetal tissue
into two brain regions of a 48-year-old male.
A brain scan using PET imaging indicates the
survival and functioning of the transplanted
dopamine neurons. (The areas in colour show
increased dopamine.)
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GABA (gamma-aminobutyric acid) The
primary inhibitory transmitter in the nervous
system.

glutamate The primary excitatory transmitter
in the nervous system.

endorphins A neurotransmitter involved in
natural pain reduction and reward.

FIGURE 3.20 Exercise and Endorphins
Endorphins are involved in both pain reduction
and reward, and scientists think that endor-
phin production can be stimulated by strenu-
ous exercise. An endurance event, such as a
marathon or a speed skating competition, will
yield an enormous endorphin rush. Here, the
Canadian men’s team wins gold at the 2010
Vancouver Olympics.

using random assignment have not found large differences between patients receiv-
ing fetal cell transplants and those undergoing sham surgery, which mimics the real
surgery but does not involve transplantation (Olanow et al., 2003). These methods
are still being developed, though, and researchers continue to explore how fetal
and stem cell transplants might be used to treat brain disorders.

A more promising approach is deep brain stimulation, which involves surgically
implanting electrodes deep within the brain and then using mild electricity to stim-
ulate regions affected by the disorder, much the way a pacemaker stimulates the
heart. The French physician Alim Louis Benabid of Grenoble University pioneered
this method in 1987. Deep brain stimulation of motor regions of the brains of
Parkinson’s patients reverses many of the movement problems associated with the
disease (DeLong & Wichmann, 2008). Researchers at the University of Toronto
recently reported successful long-term results from deep brain stimulation treat-
ment of Parkinson’s, lasting as long as six years (Lozano et al., 2010).

GABA (gamma-aminobutyric acid) is the primary inhibitory transmitter in the
nervous system and works throughout the brain. Without the inhibitory effect of
GABA, synaptic excitation might get out of control and spread through the brain
chaotically. Epileptic seizures may happen because of low levels of GABA (Upton,
1994). Drugs that are GABA agonists are also widely used to treat anxiety disor-
ders. For instance, people with nervous disorders commonly use benzodiazepines,
which include drugs such as Valium, to relax. Ethyl alcohol—the type people
drink—has similar effects on GABA receptors, which is why alcohol typically is
experienced as relaxing. GABA reception also may be the primary mechanism by
which alcohol interferes with motor coordination. In contrast, glutamate is the pri-
mary excitatory transmitter in the nervous system, opening sodium gates in post-
synaptic membranes, and is involved in fast-acting neural transmission throughout
the brain. Glutamate receptors aid learning and memory by strengthening synap-
tic connections. Excessive glutamate may act as a neurotoxin, killing neurons by
overexciting them. In 1987, 150 Canadians became seriously ill when they ingested
mussels that contained a substance similar to glutamate. Four people died, and some
of the survivors had symptoms of severe brain injury, especially memory loss.
Autopsies of those who died revealed that neurons in the hippocampus, one of the
primary brain areas for memory, were damaged. A controversial theory suggests that
the flavour enhancer monosodium glutamate (MSG), glutamate in sodium form,
may raise blood levels of glutamate high enough to cause neuronal injury or death
(Olney, 1990). The evidence suggests, however, that massive quantities of MSG
would have to be consumed to cause permanent damage to adults. According to
Health Canada, although MSG is generally safe, some people seem to experience
an allergic-type response and therefore should avoid food containing it.

Endorphins are involved in both natural pain reduction and
reward (FIGURE 3.20). In the early 1970s, the pharmacology
researchers Candace Pert and Solomon Snyder established that
opiate drugs such as heroin and morphine bind to receptors in
the brain, and this finding led to the discovery of naturally
occurring substances that bind to those sites. Called endorphins
(short for endogenous morphine), these substances are part of the
body’s natural defence against pain. Pain is useful because it sig-
nals to animals, human and nonhuman, that they are hurt or in
danger and therefore should try to escape or withdraw, but pain
can also interfere with adaptive functioning. If pain prevented
animals from engaging in behaviours such as eating, compet-
ing, and mating, they would fail to pass along their genes.
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Endorphins’ painkilling, or analgesic, effects help animals perform these behav-
iours even when they are in pain. In humans, administration of drugs, such as
morphine, that bind with endorphin receptors reduces the subjective experience
of pain. Apparently, morphine alters the way pain is experienced rather than
blocking the nerves that transmit pain signals: People still feel pain, but report
detachment and do not experience the pain as aversive (Foley, 1993).

Substance P is another neurotransmitter involved in pain perception as well as
mood states and anxiety. This mysterious-sounding substance was first identified in
1931 by the pharmacology researchers Ulf von Euler and John Gaddum, who
referred to it in their notes simply by the initial “P”” Substance P helps transmit sig-
nals about pain to the brain. Probably the best evidence for it can be found at your
local Mexican restaurant, where you can conduct your own experiment. Chili pep-
pers, such as jalapenos, contain the substance capsaicin, which activates sensory neu-
rons and leads to the release of substance P in the brain. This neural activity makes
your tongue and mouth burn, your eyes water, and your hand reach for the near-
est pitcher of water—though water spreads capsaicin around and causes the release
of more substance P, which only intensifies the pain.

SUMMING UP

How Does the Nervous System Operate?

Neurons are the nervous system'’s basic units. Their primary task is to take in
information, integrate that information, and pass signals to other neurons.
A neuron receives information at the dendrites and processes that information
in its cell body. It passes signals down its axon and then to other neurons’ den-
drites by firing. The insulating myelin sheath surrounding the axon allows the
firing, or action potential, to travel, or propagate, rapidly. When a neuron is in
a resting state, it is (slightly) negatively charged. Whether a neuron fires depends
on the combination of excitatory and inhibitory signals the dendrites receive.
Excitatory neurotransmitters make the postsynaptic neuron more likely to fire,
and inhibitory neurotransmitters make the postsynaptic neuron less likely to fire.
This firing results from the changes in the electrical charge across the cell
membrane: Sodium ions rush in when the sodium channels open, and potas-
sium ions rush out when the potassium channels open. When the channels close,
sodium ions stop entering and potassium ions stop exiting, allowing the neu-
ron to return to its resting state. The intensity of the excitatory signal affects
the frequency of neural firing but not its strength—neurons fire on an all-or-
none basis.

Action potentials cause vesicles to release neurotransmitters into the synaptic
cleft. Neurotransmitters diffuse across the synaptic cleft and bind with specific
postsynaptic receptors. These signals are terminated through reuptake, enzyme
deactivation, or the actions of autoreceptors. Substances that enhance neurotrans-
mitters’ actions are agonists; those that inhibit action are antagonists. The num-
ber of known substances that act as neurotransmitters is now more than 60 and
growing, but certain neurotransmitters are especially important for psychological
research: Acetylcholine is involved in motor movement as well as complex men-
tal processes, dopamine is involved in emotion and motor movement, serotonin
is important in mood regulation and dreaming, GABA and glutamate are related to
general inhibition and excitation, endorphins are important in pain reduction, and
substance P is important in pain perception.

How Does the Nervous System Operate?

substance P A neurotransmitter involved in

pain perception.
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LEARNING OBJECTIVE
Identify the basic structures in the
brain and their primary functions.

central nervous system (CNS) The brain
and spinal cord.

peripheral nervous system (PNS) All
nerve cells in the body that are not part of the
central nervous system. The PNS includes the
somatic and autonomic nervous systems.

MEASURING UP

1. Neurons communicate by firing. Put the following steps in the correct order
so they describe this process.

a. The presynaptic neuron “reuptakes” the neurotransmitter from the
synapse.

b. If the receptors allow a sufficient excess of excitatory neurotransmitters
into the cell, the postsynaptic neuron will respond by opening its sodium
and potassium gates.

c. Neurotransmitters bind with receptors on the postsynaptic neuron’s
dendrites.

d. Excitatory and inhibitory messages are compared in the cell body of the
postsynaptic neuron.

e. Neurotransmitters are released into the synapse by a presynaptic
neuron.

f. The charge inside the cell goes from negative to positive.

g. The gates open in succession as the information is passed along the
axon away from the cell body and toward the terminal buttons.

h. The sodium and potassium gates close, and the neuron returns to its
resting potential.

2. Match each major neurotransmitter with its major functions.

The neurotransmitters are The major functions are

a. substance P 1. emotional states, dreaming

b. glutamate 2. reward, motivation, voluntary muscle
c. acetylcholine control

d. serotonin 3. enhancing action potentials,

e. endorphins facilitating learning and memory

f. dopamine 4. pain perception, mood, and anxiety
g. GABA 5. motor control, learning, memory,

dreaming

6. reward, pain reduction

7. inhibiting action potentials,
reducing anxiety, producing
intoxication

What Are the Basic Brain Structures
and Their Functions?

The nervous system is an amazing network, responsible for everything we think,
feel, or do. It is divided into two functional units: the central nervous system (CNS),
which consists of the spinal cord and brain, and the peripheral nervous system (PNS),
which consists of all the other nerve cells in the body. The two systems are anatom-
ically separate, but their functions are highly interdependent. The PNS transmits
a variety of information to the CNS, which organizes and evaluates that informa-
tion and then directs the PNS to perform specific behaviours or make bodily
adjustments. The discussion below first considers the CNS, focusing on the rela-
tion between the brain and psychological function.

Consider the human brain’s complexity. The first animals’ nervous systems were
probably little more than a few specialized cells with the capacity for electrical sig-
naling. An adult human brain today weighs approximately 1.4 kilograms and has
the consistency of a soft-boiled egg. The brain is best viewed as a collection of inter-
acting neural circuits that have accumulated and developed throughout human
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evolution. Through the process of adapting to the environment, the brain has
evolved specialized mechanisms to regulate breathing, food intake, sexual behav-
iour, and bodily fluids, as well as sensory systems to aid in navigation and assist in
recognizing friends and foes. Everything we are and do is accomplished by the brain
and, for more rudimentary actions, the spinal cord. Early in life, overabundant con-
nections form among the brain’s neurons; subsequently, life experiences help
“prune” some of these connections to strengthen the rest.

The brain’s basic structures and their functions enable us to accomplish feats
such as seeing, hearing, remembering, and interacting with others. Understanding
these relationships also helps us understand psychological disorders. As we learn
more about the brain, however, we must avoid jumping to conclusions about
brain/behaviour relationships that are not warranted by the data.

THE BRAIN: A BRIEF HISTORY OF UNDERSTANDING ITS FUNCTIONS
Psychological scientists have learned a great deal of what they know about the
functioning of different brain regions through the careful study of people
whose brains have been damaged by disease or injury. Perhaps the most famous
historical example of brain damage is the case of Phineas Gage. In 1848, Gage
was a 25-year-old foreman on the construction of Vermonts Rutland and
Burlington Railroad. One day, he dropped his tamping iron on a rock, igniting
some blasting powder. The resulting explosion drove the iron rod—about a
metre long and two and a half centimetres in diameter—into his cheek, through
his frontal lobes, and clear out through the top of his head (FIGURE 3.21). Gage
was still conscious as he was hurried back to town on a cart. Able to walk, with
assistance, upstairs to his hotel bed, he wryly remarked to the awaiting physician,
“Doctor, here is business enough for you,” and said he expected to return to
work in a few days. In fact, Gage lapsed into unconsciousness and remained
unconscious for two weeks. Afterward, his condition steadily improved, and he
recovered remarkably well, at least physically.

Unfortunately, Gage’s accident led to major personality changes. Whereas the
old Gage had been regarded by his employers as “the most efficient and capable”
of workers, the new Gage was not. As one of his doctors later wrote, “The equi-
librium or balance, so to speak, between his intellectual faculties and animal

(b)

FIGURE 3.21 Phineas Gage As discussed
below, analysis of Gage’'s damaged skull pro-
vided the basis for the first modern theories of
the prefrontal cortex’s role in both personality
and self-control. (a) This photo shows

Gage's death mask next to his skull. (b) This
computer-generated image reconstructs the
rod’s probable path into the skull.

Science, 1994
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FIGURE 3.22 Phrenology and the
Psychograph (a) In the early nineteenth cen-
tury, Johann Spurzheim created phrenological
maps of the skull, including this one, where
each numbered region corresponds to a differ-
ent characteristic. (b) Psychographs, such as
the one depicted here, were marketed as being
able to “do the work of a psychoanalyst” by
showing “your talents, abilities, strong and
weak traits, without prejudice or flattery.”

propensities seems to have been destroyed. He is fitful, irreverent, indulging at times
in the grossest profanity, . . . impatient of restraint or advice when it conflicts with
his desires. . . . A child in his intellectual capacity and manifestations, he has the
animal passions of a strong man.” In summary, Gage was “no longer Gage.”

Unable to get his foreman’s job back, Gage exhibited himself in various New
England towns and at the New York Museum (owned by P. T. Barnum), worked
at the stables of the Hanover Inn at Dartmouth College, and drove coaches and
tended horses in Chile. After a decade, his health began to decline, and in 1860 he
started having epileptic seizures and died within a few months. Gage’s recovery was
initially used to argue that the entire brain works uniformly and that the healthy
parts of Gage’s brain had taken over the damaged parts’ work. However, the med-
ical community eventually recognized that Gage’s psychological impairments had
been severe and that some areas of the brain in fact have specific functions. Gage’s
case provided the basis for the first modern theories of the role of a part of the
brain called the prefrontal cortex in personality and self-control. Reconstruction
of Gage’s injury through examination of his skull has made it clear that the pre-
frontal cortex was the area most damaged by the tamping rod (Damasio, Grabowski,
Frank, Galaburda, & Damasio, 1994). Recent studies of patients with similar injuries
reveal that this brain region is particularly concerned with social phenomena, such
as following social norms, understanding what other people are thinking, and feel-
ing emotionally connected to others. People with damage to this region do not
typically have problems with memory or general knowledge, but they often have
profound disturbances in their ability to get along with others.

The brain was not always recognized as the mind’s home. The ancient Egyptians,
for example, viewed the heart as more important; they elaborately embalmed each
dead person’s heart, which was to be weighed in the afterlife to determine the
deceased’s fate. The person’s brain, however, they simply threw away. But in the fol-
lowing centuries, especially among the Greeks and R omans, recognition grew that
the brain was essential for normal mental functioning. Much of this change came
from observing people with brain injuries. At least since the time of the Roman
gladiators, it was clear that a blow to the head often produced disturbances in men-
tal activity, such as unconsciousness or the loss of speech.

By the beginning of the nineteenth century, anatomists understood the brain’s
basic structure reasonably well. But debates raged over how the brain produced
mental activity. Did different parts do different things? Or were all areas of the brain
equally important in cognitive activities such as problem solving and memory (an
idea called equipotentiality)? In Germany in the early nineteenth century, the neu-
roscientist Franz Gall and his assistant, the physician Johann Spurzheim, proposed
their theory of phrenology, based on the idea that the brain operates through func-
tional localization. Phrenology is the practice of assessing personality traits and men-
tal abilities by measuring bumps on the human skull. The theory of phrenology
was so popular that in the 1930s an enterprising company manufactured 33
Psychographs. Psychographs were devices used to tell about participants’ person-
alities based on the locations and sizes of bumps on their heads. That these machines
were popular at state fairs and amusement parks suggests few people, if any, took
the personality readings seriously (FIGURE 3.22).

Although phrenology was an influential theory in its day because it was based
on the seemingly scientific principle that brain functions were localized, its validity
could not be tested scientifically. Taking this general idea of localization, the
American behavioural psychologist Karl Lashley set out to identify the places in
the brain where learning occurred. Lashley believed that specific brain regions
(namely, parts of the cortex—discussed below) were involved in motor control and
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sensory experiences, but that all other parts of the brain contributed equally to men-
tal abilities. Today, Lashley’s theory has been largely discredited, and we now know
that the brain consists of a patchwork of highly specialized areas.

The first strong evidence that the brain regions perform specialized functions
came from the work of the French physician and anatomist Paul Broca (Finger,
1994). In 1861, Broca performed an autopsy on his patient Monsieur Leborgne.
Before his death, Leborgne had lost the ability to say anything other than the word
tan but could still understand language. When he examined Leborgne’s brain, Broca
found substantial damage to the front left side, caused by a large lesion. This obser-
vation led him to conclude that this particular region was important for speech.
Broca’s theory has survived the test of time. This left frontal region became known
as Broca's area, and it has since been repeatedly confirmed to be crucial for the pro-
duction of language (FIGURE 3.23). In 1934, Wilder Penfield, of McGill University,
became the first director of the world-renowned Montreal Neurological Institute,
which remains at the forefront of neuroscience research. Penfield’s studies helped
develop cures for epilepsy and also mapped out the sensory and motor responses
that occurred when specific brain regions were stimulated (discussed further in
Chapter 5,“Sensation and Perception”). Pentield’s mapping work showed the clear
specificity of psychological functioning for distinct brain regions.

The debate over whether psychological processes are located in specific parts
of the brain or distributed throughout the brain continued so long, in part, because
until fairly recently researchers have not had methods for studying ongoing men-
tal activity in the working brain. The invention of brain imaging methods in the
late 1980s changed that situation swiftly and dramatically. Since then, research has
exploded, cutting across various levels of analysis, linking specific brain areas with
particular behaviours and mental processes. The new imaging techniques have
advanced our understanding of the human brain the way the development of tel-
escopes advanced our understanding of astronomy—and the brain’s structures and
functions may be as complex as distant galaxies. Although philosophers have long
debated what it means to be conscious of something, psychological scientists now
examine, even measure, consciousness and other mental states that were previously
viewed as too subjective to be studied.

(a) (b)

FIGURE 3.23 Broca’s Area (a) Paul Broca studied Monsieur
Leborgne’s brain and identified the lesioned area as crucial for
speech production. (b) This illustration shows the location of
Broca's area.

Broca’s area The left frontal region of the
brain, crucial for the production of language.
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FIGURE 3.24 The Structures of the
Brain

brain stem A section of the bottom of the
brain, housing the most basic programs of
survival, such as breathing, swallowing,
vomiting, urination, and orgasm.

cerebellum A large, convoluted protuberance
at the back of the brain stem, essential for
coordinated movement and balance.

inside the hollows of the vertebrae from just above
the pelvis up into the base of the skull (FIGURE 3.24).
The spinal cord coordinates each reflex—a handful of neurons’ simple conversion
of sensation into action—but its most important function is to carry sensory infor-
mation up to the brain and carry signals from the brain to the body parts below. In
cross-section, the cord is seen to be composed of two distinct tissue types: the grey
matter, which is dominated by neurons’ cell bodies, and the whifte matter, which con-
sists mostly of axons and the fatty sheaths that surround them. Grey and white mat-
ter are clearly distinguishable throughout the brain as well.

In the base of the skull, the spinal cord thickens and becomes more complex as
it transforms into the brain stem. Consisting of the medulla oblongata, the pons, and
the midbrain, the brain stem houses the nerves that control the most basic functions
of survival, such as breathing, swallowing, vomiting, urination, and orgasm.As a con-
tinuous extension of the spinal cord, the brain stem performs functions for the head
similar to those that the spinal cord performs for the rest of the body. Many reflexes
emerge from here, analogous to the spinal reflexes; gagging is one example.

The brain stem also contains networks of neurons, known collectively as the
reticular formation, that project up into the cerebral cortex (outer portion of the brain)
and affect general alertness. The reticular formation is also involved in inducing and
terminating the different stages of sleep (as discussed in Chapter 4,“The Mind and
Consciousness”).

The Cerebellum Is Essential for Movement

The cerebellum (Latin, “little brain”) is a large protuberance connected to the back
of the brain stem (see Figure 3.24). Its size and convoluted surface make it look like
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an extra brain. The cerebellum is extremely important for proper motor function,
and lesions to its different parts produce very different effects. Damage to the little
nodes at the very bottom causes head tilt, balance problems, and a loss of smooth
compensation of eye position for head movement. Try turning your head while look-
ing at this book and notice that your eyes remain focused on the material.Your eyes
would not be able to do that if an injury affected the bottom of your cerebellum.
Damage to the ridge that runs up its back would affect your walking. Damage to
the bulging lobes on either side would cause a loss of limb coordination, so you
would not be able to perform tasks such as reaching smoothly to pick up a pen.

The cerebellum’s most obvious role is in motor learning. It seems to be “trained”
by the rest of the nervous system and operates independently and unconsciously.
The cerebellum allows you, for example, to ride a bicycle effortlessly while think-
ing about what you will eat for lunch. Functional imaging studies indicate an even
broader role for the cerebellum, suggesting it is involved in various cognitive
processes, including making plans, remembering events, using language, and expe-
riencing emotion. Researchers have observed the cerebellum’s activation when a
person experiences a painful stimulus or observes a loved one receiving that stim-
ulus, so the cerebellum may be involved in the experience of empathy (Lamm,
Batson, & Decety, 2007; Singer et al., 2004).

Subcortical Structures Control Emotions and Basic Drives

Above the brain stem and cerebellum is the forebrain (see Figure 3.24), which con-
sists of the two cerebral hemispheres (left and right). From the outside, the most
noticeable feature of the forebrain is the cerebral cortex (discussed in the next sec-
tion). Below this are the subcortical regions, so named because they lie under the
cortex. Subcortical structures that are important for understanding psychological
functions include the hypothalamus, the thalamus, the hippocampus, the amygdala, and
the basal ganglia. Some of these structures belong to the limbic system; limbic means
“border” and separates the evolutionarily older (brain stem and cerebellum) and
newer (cerebral cortex) parts of the brain. The brain structures in the limbic sys-
tem are especially important for controlling basic drives, such as eating and drink-
ing, and emotions (as discussed in Chapter 9, “Motivation and Emotion”).

HYPOTHALAMUS The hypothalamus is the brain’s master regulatory structure.
Indispensable to the organism’s survival, it receives input from almost everywhere
in the body and brain and projects its influence to almost everywhere in the body
and brain. It affects many internal organs’ functions, regulating body temperature,
body rhythms, blood pressure, and blood glucose levels. It is also involved in many
basic drives, including thirst, hunger, aggression, and lust.

THALAMUS The thalamus is the gateway to the cortex: Almost all incoming sen-
sory information must go through the thalamus before reaching the cortex. The
only exception to this rule is the sense of smell, the oldest and most fundamental
sense; it has a direct route to the cortex. During sleep, the thalamus shuts the gate
on incoming sensations while the brain rests. (The thalamus is discussed further in
Chapter 5, “Sensation and Perception.”)

HIPPOCAMPUS AND AMYGDALA The hippocampus (Greek, “sea horse,” for its
sea horse shape) plays an important role in the storage of new memories. It seems
to do this important work by creating new interconnections within the cerebral
cortex with each new experience. Karl Lashley, in his research discussed above,

hypothalamus A small brain structure that is
vital for temperature regulation, emotion,
sexual behaviour, and motivation.

thalamus The gateway to the brain;

it receives almost all incoming sensory
information before that information reaches
the cortex.

hippocampus A brain structure important for
the formation of certain types of memory.
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amygdala A brain structure that serves a
vital role in our learning to associate things
with emotional responses and in processing
emotional information.

basal ganglia A system of subcortical
structures that are important for the initiation
of planned movement.

failed to find the location of memory by removing parts of rats’ cerebral cortices
(plural of cortex). Had he damaged their hippocampal formations as well, his results
would have been quite different.

Consistent with its role in memory formation, the hippocampus has recently
been shown to grow larger with increased use. One hypothesis suggests that the
hippocampus may be involved in how we remember the arrangements of both
places and objects in space, such as how streets are laid out in a city or how fur-
niture is positioned in a room. The best study to support this theory focused on
London taxi drivers. Maguire and colleagues (2003) found that one region of the
hippocampus was much larger in London taxi drivers’ brains than in most other
London drivers’ brains. Is a person with a large hippocampus more likely to drive
a taxi? Or does the hippocampus grow as the result of navigational experience?
London taxi drivers are, after all, well known for their expertise; to acquire a com-
mercial license a London taxi driver must take an exam testing knowledge of the
city’s streets. That the volume of grey matter in the hippocampal region was highly
correlated with the number of years of experience as a taxi driver suggests that the
hippocampus increases its volume to store more accurate and larger representations
of the spatial world. Thus it changes with experience.This phenomenon is just one
of many examples of the way the brain’s size and structure change in response to
experiences.

The amygdala (Latin, “almond,” for its almond shape), located immediately in
front of the hippocampus, serves a vital role in our learning to associate things in
the world with emotional responses: an unpleasant food with disgust, for example.
The amygdala thus enables the organism to overrule instinctive responses by con-
necting memories of things to the emotions engendered by those things. The amyg-
dala also intensifies memory’s function during times of emotional arousal. For
example, a frightening experience can be seared into your memory for life, although
(as discussed further in Chapter 7, “Attention and Memory”) your memory of
the event may not be completely accurate. Research by the psychologist Adam
Anderson, at the University of Toronto, also shows that emotional arousal can influ-
ence what people attend to in their environments (Anderson, Yamaguchi, Grabski,
Lacka, 2006; Schmitz, De Rosa, & Anderson, 2009).

The amygdala plays a special role in our responding to stimuli that elicit fear.
Aftective processing of frightening stimuli in the amygdala is a hard-wired cir-
cuit that has developed over the course of evolution to protect animals from
danger. The amygdala is also involved in evaluating a facial expression’s emo-
tional significance (Adolphs et al., 2005). Imaging studies have found that the
amygdala activates especially strongly in response to a fearful face (Whalen
et al., 2005).

Recent neuroimaging investigations have also implicated the amygdala in the
processing of more positive emotions, including sexual arousal. Hamann and
colleagues (2004) have found that activity within the amygdala increases
when people view sexually arousing stimuli, such as nude photos or videos of
sexual activity, and that the amygdala activates markedly higher in men. It has
long been observed that males are more responsive than females to visual sex-
ual stimuli; this study suggests that the amygdala may play a role in that greater
responsiveness.

THE BASAL GANGLIA The basal ganglia are a system of subcortical structures
crucial for planning and producing movement. They receive input from the entire
cerebral cortex and project to the motor centres of the brain stem and, via the
thalamus, back to the cortex’s motor planning area. Evidence indicates that
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damage to the basal ganglia can impair the learning of movements and of habits,
such as automatically looking for cars before you cross the street.

One structure in the basal ganglia, the nucleus accumbens, provides a good
example of how environment interacts with the brain. Research has shown that
the nucleus accumbens is important for experiencing reward. As discussed in
Chapter 6, nearly every pleasurable experience, from eating chocolate (if you
like chocolate) to looking at a person you find attractive, activates dopamine
neurons in the nucleus accumbens. One brain imaging study found that view-
ing expensive sports cars led to greater activation of the nucleus accumbens in
men than did viewing less expensive economy cars. Society generally values
expensive objects, so this study and others indicate that cultural beliefs help make
particular objects desirable and that the more desirable objects are, the more they
activate basic reward circuitry in our brains (Erk, Spitzer, Wunderlich, Galley, &
Walter, 2002).

The Cerebral Cortex Underlies Complex Mental Activity

The cerebral cortex is the outer layer of the cerebral hemispheres and gives the
brain its distinctive, wrinkled appearance. (Corfex is Latin for “bark”—the kind
on trees.) In humans, the cortex is relatively enormous—the size of a large sheet
of newspaper—and folded in against itself many times so as to fit within the skull.
It 1s the site of all thoughts, detailed perceptions, and consciousness—in short, of
everything that makes us human. It is also the source of culture and communica-
tion, allowing us to learn fine distinctions and intricate details of the outside world,
to understand other people, to follow rules, to perform complex behaviours, and
to think before we act. Each cerebral hemisphere has four “lobes”: the ocipital,
parietal, temporal, and frontal (FIGURE 3.25). The corpus callosum, a massive bridge of

FIGURE 3.25 The Lobes and Hemispheres of the Cerebral Cortex
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cerebral cortex The outer layer of brain
tissue, which forms the convoluted surface of
the brain.
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occipital lobes Regions of the cerebral
cortex, at the back of the brain, important
for vision.

parietal lobes Regions of the cerebral
cortex, in front of the occipital lobes and
behind the frontal lobes, important for the
sense of touch and of the spatial layout of
an environment.

FIGURE 3.26 The Somatosensory and
Motor “Homunculus” Wilder Penfield’s
mappings of the brain provided the basis for
knowledge of the homunculus. The cortical
representation of the body surface is organ-
ized in strips that run down the side of the
brain. Connected areas of the body tend to
be represented next to each other in the cor-
tex, and more sensitive skin regions have
more cortical area devoted to them.

millions of axons, connects the hemispheres and allows information to flow
between them.

The occipital lobes, at the back portion of the head, are devoted almost exclu-
sively to vision. They consist of many visual areas, of which the primary visual
cortex 1s by far the largest and is the major destination for visual information. As
discussed further in Chapter 5, visual information is typically organized for the cere-
bral cortex in a way that preserves spatial relationships: That is, the image, relayed
from the eye, is “projected” more or less faithfully onto the primary visual cortex.
Two objects near one another in a visual image, then, will activate neurons near
one another in the primary visual cortex. Surrounding the primary visual cortex
is a patchwork of secondary visual areas that process various attributes of the visual
image, such as its colours, forms, and motions.

The parietal lobes are devoted partially to touch: They include the primary
somatosensory (Greek, “bodily sense”) cortex, a strip running from the top of the
brain down the side. The labour is divided between the left and right cerebral
hemispheres: The left hemisphere receives touch information from the right side
of the body; the right hemisphere receives touch information from the left side
of the body. This information is represented along the primary somatosensory
cortex in a way that groups nearby sensations: Sensations on the fingers are near
sensations on the palm, for example. The result, covering the primary somatosen-
sory area, is a distorted representation of the entire body: the somatosensory
homunculus (Greek, “little man”; FIGURE 3.26). The homunculus is distorted
because more cortical area is devoted to the body’s more sensitive areas, such as
the face and fingers. Our knowledge of the homunculus is based on Wilder
Penfield’s mappings from his research at the Montreal Neurological Institute,
mentioned earlier. Penfield examined patients who were to undergo surgery
for epilepsy, to avoid damage to brain areas vital for functions such as speech.
After a local anesthetic was applied to the scalp and while the patient was awake,
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Penfield would electrically stimulate regions of the brain and ask the patient to
report what he or she was experiencing. Penfield’s studies provided important
evidence about the amount of brain tissue devoted to each sensory experience.

One of the most interesting neurological disorders can result from a stroke or
other damage to the right parietal region. In this syndrome, hemineglect, patients
fail to notice anything on their left sides. Looking in a mirror, they will shave or
put makeup on only the right sides of their faces. If two objects are held up before
them, they will see only the one on the right. Asked to draw a simple object, they
will draw only its right half (FIGURE 3.27).

The temporal lobes hold the primary auditory cortex, the brain region respon-
sible for hearing. Also within the temporal lobes are specialized visual areas (for
recognizing detailed objects such as faces), plus the hippocampus and amygdala
(both critical for memory, as discussed above). At the intersection of the tempo-
ral and occipital cortices is the fusiform face area. Its name comes from the fact
that this area is much more active when people look at faces than when they
look at other things. In contrast, other regions of the temporal cortex are more
activated by objects, such as houses or cars, than by faces. Damage to the fusiform
face area can cause specific impairments in recognizing people but not in rec-
ognizing objects. Scientists have vigorously debated whether this region really is
specific to faces or simply is involved in any task in which an expert has to clas-
sify objects (such as a guitar enthusiast knowing the differences between a
Stratocaster and a Telecaster). Although the debate continues, recent evidence sug-
gests that this region is more important for faces than for expertise (Rhodes,
Byatt, Michie, & Puce, 2004).

The frontal lobes are essential for planning and movement. The rearmost por-
tion of the frontal lobes are the motor areas, such as the premotor cortex and the pri-
mary motor corfex. The motor cortex includes neurons that project directly to the
spinal cord to move the body’s muscles. Its responsibilities are divided down the mid-
dle of the body, like those of the sensory areas: The left hemisphere controls the
right arm, for example, whereas the right hemisphere controls the left arm.The rest
of the frontal lobe consists of the prefrontal cortex, which occupies about 30 per-
cent of the brain in humans. Scientists have long thought that what makes humans
unique in the animal kingdom is our extraordinarily large prefrontal cortex. Recent
evidence, however, indicates that what separates humans from other animals is not
how much of the brain the prefrontal cortex occupies but rather the complexity
and organization of its neural circuits—the way it is put together (Bush & Allman,
2004; Schoenemann, Sheehan, & Glotzer, 2005).

Parts of the prefrontal cortex are responsible for directing and maintaining
attention, keeping ideas in mind while distractions bombard us from the out-
side world, and developing and acting on plans. Indispensable for rational activ-
ity, the prefrontal cortex is especially important for many aspects of human
social life, such as understanding what other people are thinking, behaving
according to cultural norms, and even contemplating our own existence. It
provides both our sense of self and our capacity to empathize with others
or feel guilty about harming them.

In the early twentieth century, mental health professionals employed a
procedure called lobotomy, deliberately damaging the prefrontal cortex, to
treat many mental patients (FIGURE 3.28). This form of brain surgery gener-
ally left patients lethargic and emotionally flat, and therefore much easier to
manage in mental hospitals, but it also left them disconnected from their
social surroundings. Most lobotomies were performed in the late 1940s and
early 1950s.

What Are the Basic Brain Structures and Their Functions?

FIGURE 3.27 Hemineglect This drawing,
made by a hemineglect patient, omits much of
the flower’s left side.

temporal lobes The lower region of the
cerebral cortex, important for processing
auditory information and for memory.

frontal lobes The region at the front of the
cerebral cortex concerned with planning and
movement.

prefrontal cortex A region of the frontal
lobes, especially prominent in humans,
important for attention, working memory,
decision making, appropriate social behaviour,
and personality.

FIGURE 3.28 Lobotomy Dr. Walter
Freeman, of the United States, performs a
lobotomy by inserting an ice pick—like instru-
ment under the upper eyelid of his patient to
cut the nerve connections in the front part of
the brain, 1949.
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LEARNING OBJECTIVE
Describe the key structures in the
endocrine system and how they
communicate to affect behaviour.

SUMMING UP
What Are the Basic Brain Structures and Their Functions?

The nervous system’s different parts all have essential roles. The spinal cord is involved
in basic movement and reflexes. The brain stem serves survival functions, controlling
breathing and heart rate. At the back of the brain stem is the cerebellum, a work-
horse that learns routine habits of movement and possibly of thought. Beneath the
cortex, the thalamus serves as a way station through which sensory information trav-
els, the hypothalamus regulates bodily systems and controls the hormonal system,
the hippocampus is involved in memory, and the amygdala influences emotional states,
especially fear. Finally, the cerebral cortex is the outer surface of the brain, divided
into occipital, parietal, temporal, and frontal lobes. Each lobe serves specific func-
tions; the frontal lobe is essential for both higher-level thought and social behaviour.

MEASURING UP

1. Match each lobe of the brain with its functions.

The lobes are The functions are
a. frontal 1. hearing

b. occipital 2. thought

c. parietal 3. touch

d. temporal 4. vision

2. Match each of the following brain structures with its role or function. (You
will need to remember these terms and facts to understand later discus-
sions of learning, memory, loving, mental illness, anxiety, and other aspects
of mind and behaviour)

The brain structures are The roles and functions are
a. brain stem 1. primary structure for memory
b. cerebellum 2. sensory relay station
c. basal ganglia 3. important for emotions
d. hypothalamus 4. divided into four lobes
e. thalamus 5. regulates vital functions such as
f. hippocampus body temperature
g. amygdala 6. regulate planned movement and
h. cerebral cortex reward
7. regulates breathing and
swallowing

8. “little brain,” involved in movement

How Are Neural Messages Integrated
into Communication Systems?

As noted in the section above, the nervous system consists of two functional
units: the central nervous system (CNS), just discussed, and the peripheral nerv-
ous system (PNS), which transmits a variety of information to the CNS and
responds to messages from the CNS to perform specific behaviours or make
bodily adjustments. This section describes the interaction of the nervous system
and a different mode of communication, the endocrine system, in the production
of psychological activity.
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Nervous system

FIGURE 3.29 The Major Divisions of the Nervous System

The Peripheral Nervous System Includes the Somatic
and Autonomic Systems

The PNS has two primary components, which themselves are referred to as nerv-
ous systems: the somatic nervous system and the autonomic nervous system (FIGURE 3.29).
The somatic nervous system transmits sensory signals to the CNS via nerves (bun-
dles of axons). Specialized receptors in the skin, muscles, and joints send sensory
information to the spinal cord, which relays it to the brain. In addition, the CNS
sends signals through the somatic nervous system to muscles, joints, and skin to
initiate, modulate, or inhibit movement. The second major component of the PNS,
the autonomic nervous system (ANS) regulates the body’s internal environment by
stimulating glands (such as sweat glands) and by maintaining internal organs
(such as the heart). Nerves in the ANS carry somatosensory signals to the CNS,
providing information about, for example, the fullness of your stomach or how
anxious you feel.

SYMPATHETIC AND PARASYMPATHETIC DIVISIONS Two types of signals, sym-
pathetic and parasympathetic, travel from the CNS to organs and glands in the
PNS (FIGURE 3.30). To understand them, imagine you hear a fire alarm. In the
second after you hear the alarm, signals go out to parts of your body that tell those
parts to prepare for action. As a result, blood flows to skeletal muscles, epinephrine
is released to increase heart rate and blood sugar, your lungs take in more oxygen,
your digestive system suspends activity as a way of conserving energy, your pupils
dilate to maximize visual sensitivity, and you perspire to keep cool. These prepara-
tory actions are prompted by the autonomic nervous system’s sympathetic division.
Should there be a fire, you will be physically prepared to flee. If the alarm turns
out to be false, your heart will return to its normal steady beat, your breathing will
slow, you will resume digesting food, and you will stop perspiring. This return to

Central nervous Peripheral nervous
system system
Brain Spinal Somatic nervous Autonomic nervous
cord system system ‘
( | 1 ( | 1

Skin, muscles, Brain and Glands and Brain and spinal
and joints spinal cord internal organs cord send
send signals send signals to send signals to signals to the
to the spinal the muscles, the spinal cord glands and
cord and brain. joints, and skin. and brain. internal organs.

——

Sympathetic Para-
nervous sympathetic
system nervous
system

somatic nervous system A major
component of the peripheral nervous
system,; it transmits sensory signals to the
CNS via nerves.

autonomic nervous system (ANS) A major
component of the peripheral nervous system;
it regulates the body'’s internal environment by
stimulating glands and by maintaining internal
organs such as the heart, gall bladder, and
stomach.

sympathetic division of ANS A division of
the autonomic nervous system; it prepares the
body for action.
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FIGURE 3.30 The Sympathetic and
Parasympathetic Systems
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a normal state will be prompted by the ANS’s parasympathetic division. Most of
your internal organs are controlled by inputs from sympathetic and parasympa-
thetic systems. The more aroused you are, the greater the sympathetic system’s
dominance.

It does not take a fire alarm to activate your sympathetic nervous system.
When you meet someone you find attractive, for example, your heart beats
quickly, you perspire, you might start breathing heavily, and your pupils widen.
Such signs of sexual arousal, which happens when the ANS’s sympathetic divi-
sion is activated, provide nonverbal cues during social interaction. The sympa-
thetic nervous system is also activated by psychological states such as anxiety or
unhappiness. Certain people worry a great deal or do not cope well with stress;
their bodies are in a constant state of arousal. Important research by Hans Selye,
at the Université de Montréal, demonstrated that chronic activation of the sym-
pathetic nervous system is associated with medical problems that include ulcers,
heart disease, and asthma. Selye’s work is discussed further in Chapter 10,“Health
and Well-Being.”
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The Endocrine System Communicates through Hormones

Like the nervous system, the endocrine system is a communication network that
influences thoughts, behaviours, and actions. Both systems work together to reg-
ulate psychological activity. For instance, from the nervous system the brain receives
information about potential threats to the organism, and through the endocrine
system it prepares the organism to deal with those threats. (The
threats could involve physical injury or be mental, such as nerv-
ousness at having to talk in front of a group.) The main differ-
systems 1s in their modes of
communication: The endocrine system uses hormones, whereas
the nervous system uses electrochemical signals. Hormones are
chemical substances released into the bloodstream by the duct-
less endocrine glands, such as the pancreas, thyroid, and testes or
ovaries (FIGURE 3.31). Once released, hormones travel through the
bloodstream until they reach their target tissues, where they bind
to receptor sites and influence the tissues. Because they travel
through the bloodstream, hormones can take from seconds to
hours to exert their effects; once hormones are in the blood-
stream, their effects can last for a long time and affect multiple
targets.

ence between the two

HORMONES’ EFFECTS ON SEXUAL BEHAVIOUR An example of
hormonal influence is in sexual behaviour. The main endocrine
glands influencing sexual behaviour are the gonads—the testes

FIGURE 3.31 The Major Endocrine
Glands

endocrine system A communication system
that uses hormones to influence thoughts,
behaviours, and actions.

hormones Chemical substances, typically
released from endocrine glands, that travel
through the bloodstream to targeted tissues,
which are subsequently influenced by the
hormones.

gonads The main endocrine glands involved
in sexual behaviour: in males, the testes; in
females, the ovaries.

“You've been charged with driving under the influence of testosterone.”

How Are Neural Messages Integrated into Communication Systems? = 121



Real World
PSYCHOLOGY

pituitary gland Located at the base of the
hypothalamus; the gland that sends hormonal
signals controlling the release of hormones
from endocrine glands.

in males and the ovaries in females. Although many people talk about “male” and
“female” hormones, the two major gonadal hormones are identical in males and
females, but the quantity difters: androgens such as testosterone are more prevalent
in males, whereas estrogens such as estradiol and progesterone are more prevalent
in females. Gonadal hormones influence both the development of secondary sex
characteristics and adult sexual behaviour.

For males, successful sexual behaviour depends on having at least a minimum
amount of testosterone. Prior to puberty, surgical removal of the testes, or castra-
tion, diminishes the capacity for developing an erection and lowers sexual interest.
Yet a man castrated after puberty will be able to perform sexually if he receives an
injection of testosterone. That testosterone injections do not increase sexual behav-
iour in healthy men implies that a healthy man needs only a minimum amount of
testosterone to perform sexually (Sherwin, 1988).

Gonadal hormones’ influence on females is much more complex. Many
nonhuman female animals experience a finite period, estrus, when the female is
sexually receptive and fertile. During estrus, the female displays behaviours
designed to attract the male. Surgical removal of the ovaries terminates estrus:
no longer receptive, the female ends her sexual behaviour. However, injections
of estrogen reinstate estrus. Women’s sexual behaviour may have more to do with
androgens than with estrogens (Morris,Udry, Khan-Dawood, & Dawood, 1987).
In pioneering work by Barbara Sherwin, of McGill University, women with
higher levels of testosterone report greater interest in sex, and testosterone injec-
tions increase women’s sexual interest after surgical removal of the uterus
(Sherwin, 1994; Sherwin, 2008). Although women’s sexual activity is not partic-
ularly linked to the menstrual cycle (Breedlove, Rosenzweig, & Watson, 2007),
it appears that when ovulating, women find men who look and act masculine
more attractive (Gangestad, Simpson, Cousins, Garver-Apgar, & Christensen,
2004), and they show greater activity in brain regions associated with reward
when viewing attractive male faces (Rupp et al., 2009). In addition, women report
having lower self-esteem when ovulating, and their greater motivation to find a
mate during that time may increase women’s efforts to appear attractive (Hill &
Durante, 2009). Indeed, one study found that women showed up for a laboratory
study wearing more revealing clothing when their fertility was highest (Durante,
Li, & Haselton, 2008).

Actions of the Nervous System and Endocrine System
Are Coordinated

All the communication systems described in this chapter link neurochemical
and physiological processes to behaviours, thoughts, and feelings. These systems
are fully integrated and interact to facilitate survival, using information from
the organism’s environment to direct adaptive behavioural responses. Ultimately,
the endocrine system is under the central nervous system’s control. The brain
interprets external and internal stimuli, then sends signals to the endocrine
system, which responds by initiating various effects on the body and on
behaviour.

Most of the central control of the endocrine system is accomplished by the
hypothalamus, located just above the roof of the mouth (see Figure 3.24).
How does this central control work? At the base of the hypothalamus is the
pituitary gland, which governs the release of hormones from the rest of
the endocrine glands. Neural activation causes the hypothalamus to secrete a
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particular releasing factor. The releasing factor causes the pituitary to release a hor-
mone specific to that factor, and the hormone then travels through the blood-
stream to endocrine sites throughout the body. Once the hormone reaches the
target sites, it touches oft the release of other hormones, which subsequently
affect bodily reactions or behaviour. The pituitary is often referred to as the “mas-
ter gland” of the body: By releasing hormones into the bloodstream, it controls
all other glands and governs major processes such as development, ovulation,
and lactation.

This integration can be extremely finely tuned. For example, consider physical
growth. Growth hormone (GH), an extract from the pituitary gland, prompts bone,
cartilage, and muscle tissue to grow or helps them regenerate after injury. Since the
1930s, many people have administered or self-administered GH to increase body
size and strength. Toronto’s sports-medicine specialist Dr. Anthony Galea (FIGURE
3.32) was suspected of providing performance-enhancing drugs, including growth
hormone, to athletes such as the Canadian Olympic gold-medal sprinter Donovan
Bailey, the American baseball player Alex Rodriguez, and the golfing phenome-
non Tiger Woods. Galea, who admits using GH personally, denies that he ever pro-
vided it to his famous clients, who agree that they have not received illegal
treatments from him. Many athletes have sought a competitive advantage through
GH, however.

Similarly, GH has helped make the current generation of young adults in
Japan considerably taller than their parents’ generation (Murata, 2000). This
increase has come about thanks to the increased availability and consumption
of dietary protein in Japan after World War II. How is GH related to protein
intake? Growth hormone releasing factor (GRF) stimulates the release of GH, which
relies on protein to build bones and muscles. Researchers at the University of
Toronto have found that GRF also selectively stimulates the eating of protein
but not of fats or carbohydrates, perhaps by making protein especially enjoyable
(Dickson & Vaccarino, 1994). The area of the hypothalamus connected to GRF
neurons is involved in sleep/wake cycles, and thus the bursts of GH, the need

FIGURE 3.32 Growth Hormone: Sports
Medicine? Dr. Anthony Galea has taken
human growth hormone, but denies having
given it to athletes to enhance their sports
performances.
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for protein, and the consumption of protein are controlled by the body’s inter-
nal clock. All these connections illustrate how the CNS, the PNS, and the
endocrine system work together to ensure the organism’s survival: These sys-
tems prompt the behaviours that provide the body with the substances it needs
when it needs them.

SUMMING UP
How Are Neural Messages Integrated into Communication Systems?

The central nervous system, consisting of the brain and spinal cord, attends to
the body and the environment, initiates actions, and directs the peripheral nerv-
ous system and endocrine system to respond appropriately. All three systems
use chemicals to transmit their signals, but transmission in the nervous system
occurs across synapses whereas transmission in the endocrine system uses
hormones that travel through the bloodstream. Gonadal hormones (estrogen,
progesterone, and testosterone) are important in the development of secondary
sex characteristics and in the sex drive. The hypothalamus controls the endocrine
system by directing the pituitary to release specific hormones. The various
communication systems are integrated and promote behaviour that is adaptive
to the environment.

MEASURING UP

1. Match each statement with one or more of the following terms: peripheral
nervous system (PNS); somatic nervous system; autonomic nervous system
(ANS); sympathetic division; parasympathetic division.

a. You are studying quietly in the library when a friend jumps out from
behind a partition and scares you, making your heart race. Your
has been affected.
b. When you calm down and return to your former (not scared) state, your
is affected.
c. Jasey-Jay Anderson, winner of a gold medal in snowboarding at the
2010 Olympics, must have a remarkable .

d. works directly with the central nervous system
(CNS) to coordinate behaviour.

e. consists of two main parts, which maintain
homeostasis.

2. Which of the following statements are true? Mark as many as apply.

a. Only gays and lesbians secrete testosterone and estrogen.

b. All (normal) people of both sexes secrete testosterone and
estrogen.

c. Men have gonads, and women have ovaries.

d. The endocrine system acts more slowly than the nervous
system.

e. Hormones are secreted from several places in the body, including
the brain.

f. The pituitary gland is called the master gland.

g. The central nervous system and the peripheral nervous system work
together, whereas the endocrine system works independently.

h. Women'’s sexual responsiveness is related more to androgens (such as
testosterone) than to estrogen.
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How Does the Brain Change?

Despite the great precision and the specificity of its connections, the brain is
extremely malleable. Over the course of development, after injury, and through-
out our constant stream of experience, the brain continually changes, a property
known as plasticity. The brain can reorganize itself based on which parts of it are
used lightly and which are used heavily. Research into the way the brain changes
is providing major insights into the mind. The latest brain research techniques and
the knowledge derived from them are direct outgrowths of science’s biological
revolution.

The brain follows a predictable development pattern, with different struc-
tures and abilities progressing at different rates and maturing at different points
in life. Reptiles hatch from their leathery eggs ready to go; in contrast, human
infants require lots of both sleep and high-quality nutrition before they can
function independently. As children’s bodies grow and develop, their brains
grow and develop, actively rewiring in major ways for many years. In addition,
every life experience refines and retunes an individual brain’s connections.
Thus brain plasticity reflects the interactive nature of our biological and psycho-
logical influences.

The Interplay of Genes and Environment Wires the Brain

The brain’s development follows set sequences programmed in the genes: Babies’
general vision develops before their ability to see depth, for example, and the pre-
frontal cortex is not anatomically fully mature until early adulthood. But even with
these meticulously specified genetic instructions, environment plays a major role.
Gene expression depends utterly on environment. Which cells express which genes,
and to what extent, is determined by environment. Through the constant inter-
play between nature and nurture, environment aftects our DNA’s activity and the
products of that activity.

CELL IDENTITY BECOMES FIXED OVER TIME In the developing embryo, each
new cell receives signals, from its surroundings, that determine what type of cell it
will become. If cells from one part of an embryo are surgically transplanted to
another part, the transplant’s success depends on how developed the cells” identity
is. Tissue transplanted early enough completely transforms into whatever type is
appropriate for its new location. As an embryo develops, each cell becomes more
and more committed to its identity, so transplanting cells too late may disfigure the
organism. Many people are therefore excited about the possibility of transplanting
fetal cells, which are undeveloped enough to become any type of tissue, to cure
diseases and even restore mobility to people who have lost some motor abilities.
This work is in its infancy, so to speak, but it promises breakthroughs in how men-
tal illness and other psychological conditions are treated. Neural cells transplanted
early enough take on the identity appropriate to their new location, and the
organism develops normally.

EXPERIENCE FINE-TUNES NEURAL CONNECTIONS Connections form
between brain structures when growing axons are directed by certain chemicals
that tell them where to go and where not to go. The major connections are
established by chemical messengers, but the detailed connections are governed
by experience. If a cat’s eyes are sewn shut at birth, depriving the animal of visual
input, the visual cortex fails to develop properly; if the sutures are removed

LEARNING OBJECTIVES
Explain how culture and other
environmental factors change the
brain.

Describe the similarities and
differences in females’ and males’
brains and explain the limitations
on what we can infer from sex
differences in the brain.

plasticity A property of the brain that allows
it to change as a result of experience, drugs,
or injury.
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weeks later, the cat is permanently blind, even though its eyes function normally.
Adult cats that are similarly deprived do not lose their sight (Wiesel & Hubel,
1963). Evidently, ongoing activity is necessary in the visual pathways to refine
the visual cortex enough for it to be useful. In general, such plasticity has criti-
cal periods, times in which certain experiences must occur for development to
proceed normally.

To study experience’s effects on development, researchers reared rats in two
different laboratory environments. One group was raised in a normal environ-
ment for laboratory rats: featureless boxes with bedding at the bottom, plus dishes
for food and water. The other group was raised in an enriched environment,
with many interesting things to look at, puzzles to solve, obstacles to run, toys
to play with, running wheels to exercise on, and even balance beams to hone
athletic skills on. This second group’s “luxury” items might simply have approx-
imated rat life in the wild, allowing normal rat development, while the mental
deprivation of the first group’s environment caused the unused portions of
those rats’ brains to atrophy. As a result, the second group developed bigger, heav-
ier brains than the first group (Rosenzweig, Bennett, & Diamond, 1972). Thus
experience is important for normal development and maybe even for superior
development.

Culture Affects the Brain

Humans are social animals, and our daily social interactions, which vary among
cultures (and subcultures and individuals), are reflected in the ways our brains
are organized. Cultural neuroscience studies cultural variables’ effects on the brain,
the mind, genes, and behaviour. This subdiscipline 1s necessarily multidisciplinary,
bringing together information about brain functions (i.e., methods and data from
brain imaging), analyses of social and emotional processes (e.g., recognizing
faces, deciding whom to trust), and examinations of perceptual processes. It
exemplifies the way that psychological science works across multiple levels of
analysis.

Growing evidence indicates that cultural experiences shape perception and
cognition to the extent that cultural differences contribute to different patterns
of brain activity. For instance, as discussed in Chapter 1, people from Eastern cul-
tures tend to focus on background (i.e., context) whereas people from Western
cultures tend to focus on foreground. Measurements of eye movements have
shown that American participants spend more time looking at objects than do
Chinese participants, who are much more likely to look at those objects’ sur-
roundings (Chua, Boland, & Nisbett, 2005). In recent brain imaging studies com-
paring participants in the United States and Singapore, researchers presented
images whose backgrounds and foregrounds varied in complexity and found dif-
ferences in brain activity in a number of visual brain regions, supporting the gen-
eral conclusion that Westerners focus more on objects than do Easterners (Goh
et al., 2007; Gutchess et al., 20006).

Does this mean that people from different cultures see the world in funda-
mentally different ways? One way to address this question is to examine whether
the cultural groups difter in early or late stages of visual processing. If they dif-
fer in early stages, such as those in the primary visual cortex, their visual sys-
tems most likely process the raw information difterently. If the groups difter in
later visual processing, they might be employing learned preferences for attending
to different aspects of the visual world. In one recent brain imaging study
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(Hedden, Ketay, Aron, Markus, & Gabrieli, 2008), investigators asked participants
to judge whether lines were absolute (i.e., did the line match the line shown
on a previous trial?) or relative (i.e., did the line match the proportional scal-
ing of the previous line to its surrounding?). On some trials, the absolute and
relative judgments were at odds with each other (i.e., the line was the same
length, but differed in proportional scaling). As the researchers had hypothesized,
the European American participants found the relative task most difficult and
the Asian participants, who preferred to make relative judgments, found the
absolute task most difficult. For both kinds of participants, performing the most
difficult task led to increased activity in brain regions involved in focusing atten-
tion on that task. These findings indicate no cultural differences in how the par-
ticipants understood the tasks but cultural differences in how the participants
paid attention to the tasks. Such differences suggest that within cultural con-
texts people learn which features in the environment, being more important,
merit more attention.

A similar pattern governs people’s responses to facial expressions of emotion.
Cultures differ slightly in how they express emotions, and as discussed further
in Chapter 9, evidence indicates that people are better at identifying emotional
expressions from members of their own cultures than from members of other
cultures. This occurs in part, it seems, because people have more experience in
interpreting emotional expressions among those with whom they interact reg-
ularly. If so, this greater recognition should mean that people’s brain responses
are enhanced when they are interpreting emotional expressions within their own
cultural groups than from other cultural groups. In a recent brain imaging study,
investigators showed pictures of neutral facial expressions and fearful facial
expressions, both kinds on Japanese and American faces, to participants in
Japan and the United States (Chiao et al., 2008). As noted earlier in this chap-
ter, the amygdala shows increased activity when people view fearful expressions,
and in this study amygdala activity was greatest when participants viewed fear-
ful expressions within their own cultural group. Thus cultural experience
appears to fine-tune the brain’s responses to such important environmental cues
(FIGURE 3.33).

The Brain Rewires Itself throughout Life

Although an organism’s plasticity decreases with age, the human brain retains
the ability to rewire itself throughout life, and into very old age it can grow
new connections among neurons and even grow new neurons. The rewiring and
growth within the brain represents learning’s biological basis. Because the laws
of learning and of brain development are as certain as the laws of gravity, it is
impossible for a person with a normally developing brain not to learn. One of
this book’s seven themes is that we are often unaware of what we can and can-
not control in our lives, and frequently we cannot control what we learn in any
particular situation.

CHANGE IN THE STRENGTH OF CONNECTIONS UNDERLIES LEARNING In
every moment of life, we gain memories: experiences and knowledge that
are acquired instantaneously and may be recalled later, as well as habits
that form gradually. All these memories are reflected in the brain’s physical
changes.

How Does the Brain Change?
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FIGURE 3.33 Scientific Method: Chiao’s Study of How Culture Affects
the Brain

Hypothesis: People are better at identifying emotional expressions from members of their own
cultures than from members of other cultures.

Research Method:
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Conclusion: Cultural experience appears to fine-tune the brain’s response to
important environmental clues.

Psychological scientists widely accept that changes in the brain are most likely not
in its larger wiring or general arrangement but mainly in the strength of exist-
ing connections. One possibility is that when two neurons fire simultaneously,
the synaptic connection between them strengthens, making them more likely
to fire together in the future; conversely, not firing simultaneously tends to
weaken two neurons’ connection. This theory, first proposed by the
renowned Canadian psychologist Donald Hebb in the 1940s and summarized
by the catchphrase “Fire together, wire together,” is consistent with a great
deal of experimental evidence and many theoretical models. It accounts for
both the “burning in” of an experience (a pattern of neural firing becomes
more likely to recur, and its recurrence leads the mind to recall an event) and
the ingraining of habits (repeating a behaviour makes the repeater tend to
perform that behaviour automatically).

Until very recently, scientists believed that, uniquely among bodily organs, adult
brains produced no new cells—presumably to avoid obliterating the connections
already established in response to experience. But even as the existing neural con-
nections get strengthened, plasticity enables the brain to grow new neurons (Eriksson
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et al., 1998); this process, neurogenesis, appears to be a major factor in recovery from
brain injury. A fair amount of neurogenesis apparently occurs in the hippocampus.
Recall from earlier in this chapter that memories are retained within (or at least
require) the hippocampus initially but are eventually transferred to the cortex, so
the hippocampus is continuously overwritten. Perhaps, without disrupting mem-
ory, neurons in the hippocampus can be lost and replaced.

Elizabeth Gould and her colleagues have demonstrated that environmental
conditions can play an important role in neurogenesis. For example, they have
found that for rats, shrews, and marmosets, stressful experiences, such as being con-
fronted by strange males in their home cages, interfere with neurogenesis during
development and adulthood (Gould & Tanapat, 1999). When animals are housed
together, they typically form dominance hierarchies that reflect social status.
Dominant animals—those who possess the highest social status—show greater
increases in new neurons than do subordinate animals (Kozorovitskiy & Gould,
2004). Thus social environment can strongly affect brain plasticity, a dynamic
process we are only beginning to understand. Neurogenesis may underlie neural
plasticity. If so, further research might enable us, through neurogenesis, to reverse
the brain’s natural loss of neurons and slow down age-based mental decline.
Imagine how humans’ quality of life would improve if our minds remained nim-
ble throughout our lives.

CHANGES IN THE BRAIN The functions of portions of the
cerebral cortex shift in response to activity. Recall the
somatosensory homunculus (see Figure 3.26), in which more
cortical tissue is devoted to body parts that receive more sensa-
tion or are used more. Again, wiring in the brain is affected by
amount of use. Another example of changes in cortical maps,
discussed earlier, is the enlargement of hippocampi in experi-
enced London taxi drivers.

Cortical reorganization can also have bizarre results. For exam-
ple, an amputee can be afflicted with a phantom limb, the intense
sensation that the amputated body part still exists. Some phantom
limbs are experienced as moving normally, such as being used to
gesture in conversation, whereas some are frozen in position.
Moreover, a phantom limb often is accompanied by pain sensations,
which may result from the misgrowth of the severed pain nerves
at the stump; the cortex misinterprets the pain as coming from the
place where those nerves originally came from. This phenomen
suggests that the brain has not reorganized in response to the injury
and that the missing limb’s cortical representation remains intact.
However, the neurologist V. S. Ramachandran has discovered that
an amputee who has lost a hand may, when his or her eyes are
closed, perceive a touch on the cheek as if it were on the missing
hand (Ramachandran & Hirstein, 1998). Apparently, on the
somatosensory homunculus the hand is represented next to the
face. The unused part of the amputee’s cortex (the part that would
have responded to the now-missing limb) assumes to some degree
the function of the closest group, representing the face. Somehow,
the rest of the brain has not kept pace with the somatosensory area
enough to figure out these neurons’ new job, so the neurons are
activated by a touch on the amputee’s face (FIGURE 3.34).

FIGURE 3.34 Cortical Remapping
Following Amputation The participant felt
a cotton swab touching his cheek as touching
his missing hand. This effect may occur
because the hand and face are near each
other in somatosensory space.
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THE PUZZLE OF SYNESTHESIA Recall the puzzle of synesthesia, presented at
the opening of this chapter. How can we explain why some people taste words or
hear colours? Can we use our knowledge of the structure and organization of the
brain to create a brain-based model of synesthesia?

V. S. Ramachandran, the neurologist who conducted many of the studies on
phantom limbs (discussed in the previous section), has also conducted a series
of experiments to better understand what is happening when someone reports,
for example, that a sound is lime green or that chicken tastes pointy
(Ramachandran & Hubbard, 2001). Synesthesia tends to run in families and thus
must have a genetic basis, and Ramachandran inferred that the genes involved
were related to brain formation. Because the brain area involved in seeing colours
is physically close to the brain area involved in understanding numbers, he
theorized that in people with colour/number synesthesia, these two brain areas
have some connections or cross-wiring. The process of linking these areas would
have resembled the process of linking areas of an amputee’s brain (again, dis-
cussed just above): One portion of the brain would have adopted another
portion’s role.

To test his hypothesis, Ramachandran examined MRIs taken of synesthetes
when they looked at black numbers on a white background. He found evidence
of neural activity in the brain area responsible for colour vision. Control partici-
pants without synesthesia did not experience activity in this brain area when they
looked at the same numbers (FIGURE 3.35).

One major difference between a phantom limb and synesthesia, however, is
that the phantom limb is caused primarily by environment (the loss of the limb)
while synesthesia is caused primarily by genetics. Why has this sensory anomaly

FIGURE 3.35 Try for Yourself: Synesthesia Test

Two stimuli used by Ramachandran and Hubbard (2003) to study synesthesia:

Look first at the square on the left, and as Now do the same task with the square on
quickly as possible count the number of 2s. the right.

555555 555555

Explanation: Unless you have synesthesia and it causes you to see particular numbers in
particular colours, you were much faster at counting the 2s on the right. They “popped out” at
you because they are a different colour from the 5s. Some synesthetes are equally fast at both
tasks because they see the numbers in different colours. This test is one of many used to
determine if someone has colour-related synesthesia.
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remained in the gene pool? Ramachandran suggests that it confers an adaptive
advantage: Synesthete’s brains are wired to connect seemingly disparate topics, and
the ability to make remote associations is an important part of creativity. As an
example, Ramachandran and his collaborator E. M. Hubbard ask us to consider
Shakespeare’s line “It is the East and Juliet is the sun.” The likening of Juliet to
the sun is a metaphor, but where did it come from? Its association of a woman
and a bright light resembles a synesthetic experience. In fact, these authors con-
clude that creative people experience a higher incidence of synesthesia than do
noncreative people (2003).

CRITICAL THINKING SKILL

R ecognizing Unstated Assumptions

All human interactions are based partly on assumptions. All conversations
assume the parties have some knowledge in common but not all knowl-
edge. When you enter a classroom, you assume the instructor will act dif-
terently than your fellow students. In writing this textbook, the authors
explained information they assumed would be new for most readers, but
they did not define words they assumed most readers would know.

When you are trying to understand a complex topic, begin by recog-
nizing your and other people’s unstated assumptions about that topic. Once
you make those assumptions explicit, you can apply reason to them.

Consider, for example, common assumptions about genetic influences
and the brain. Many people assume that if a trait or tendency is passed along
genetically, then those who inherit that trait or tendency cannot change it
in themselves. By this thinking, those who inherit shyness, intelligence, or
boldness cannot change how shy, intelligent, or bold they are.

When people learn about sex difterences in the brain, they often assume
that the brain does not change and that it “causes” sex differences in behav-
iours. In reality, the brain reflects genetic inheritance and experience, and
together these variables determine the size, function, and structure of the
brain.

In fact, because nature is inextricably intertwined with nurture, no bio-
logical effects can occur independently from environment. Just as all learn-
ing is influenced by assumptions, all choices are influenced by past learning
and its influence on both thoughts and feelings.

Females’' and Males’ Brains Are Similar and Different

The interplay of biological and environmental effects on the brain is reflected
in the similarities and differences between females’ and males’ brains. Everything
that influences a person is reflected in his or her brain, of course, and females
and males differ in their life experiences and hormonal makeups. These
hormonal differences might influence brain development in a way that
influences the way males and females differ on some cognition tasks, such as on
the ease with which they mentally rotate objects or recall parts of a story
(Kimura, 1999).

Real World
PSYCHOLOGY

How Does the Brain Change?
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FIGURE 3.36 Male versus Female
Brains A considerable body of evidence indi-
cates that female brains are more bilaterally
organized for language. For example,
researchers studied men and women listening
to someone reading aloud. As these fMRI
images show, the men listened with one side
of their brains, whereas the women tended to
listen with both sides.

The study of the brain’s sexual dimorphism—that is, sex differences in anatom-
ical structures—has a long history. Many comparisons of males’ and females’
brains, especially the earliest comparisons, were pseudoscience used to show that
female brains were inferior (for a review, see Halpern, 2000). The unstated
assumption was always that if two groups (in this case, females and males) were
different, one had to be inferior. But people do not have to be the same to be
equal. In fact, evidence suggests that men and women may perform a task, such
as remembering a recent occurrence, equally well but using different parts of the
brain. For example, Richard Haier and colleagues (2005) have found that females
and males may solve some complex problems, such as items on IQ tests, difter-
ently: Females show greater use of language-related brain regions, and males show
greater use of spatial-related brain regions, even when participants are matched
for intelligence.

Among the several intriguing differences between males’ and females’ brains
are differences in brain size and in the distribution of language functions in the
two hemispheres. Males generally have larger brains than females, but larger is
not necessarily better. In fact, one developmental process in the brain involves
disconnecting neurons so that only the most useful connections remain. Jay
Giedd and his colleagues (1997) at the U.S. National Institutes of Health con-
cluded that, among both sexes, brain structures’ sizes are highly variable. They
reported that boys’ brains are approximately 9 percent larger than girls’ brains,
with some differences in the rate of maturation for different parts of the brain
for girls and boys.

As will be discussed in Chapter 4, to some extent the brain’s two hemispheres
are lateralized, meaning that each is dominant for different cognitive functions.
A considerable body of evidence says that female brains are more bilaterally
organized for language. In other words, the brain areas important in processing
language are more likely to be found in both halves of females’ brains, whereas
the equivalent language areas are more likely to be in only one hemisphere, usu-
ally the left, in males’ brains (FIGURE 3.36). One source of data that supports this
distinction is people’s experiences following strokes. Even when patients are
matched on the location and severity of the brain damage caused by a stroke,
men and women are affected differently. For example, some studies have found
that women are less impaired in language than men are following a stroke (Jiang,
Sheikh, & Bullock, 2006). A possible reason for women’s better outcomes is that,
because language is represented in both halves of women’s brains, damage to half
of a woman’s brain will have less effect on that woman’s ability to process lan-
guage than it would if most of the language areas were in the damaged half of
the brain. A related hypothesis, in accord with the idea that women’s brains are
more bilaterally organized, is that the halves of women’s brains are connected by
more neural fibres than men’s are. Remember that a thick band of neurons, the
corpus callosum, connects the brain’s two halves (see Figure 3.25), and some
researchers have found that a portion of this connective tissue is larger in women
(Gur & Gur, 2004).

Before we can be confident about recent findings of sex differences in the brain,
much more research is needed. We need to better understand normal, healthy brain
development. We also need to better understand brain and behaviour relationships
before we can reason about human sex differences from our knowledge of brain
structures (Halpern et al., 2007). Finally, although we tend to focus on the ways in
which males and females are different, we need to keep in mind that their brains
are similar in many (perhaps most) ways.
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The Brain Can Recover from Injury

Just as the brain reorganizes in response to amount of use, it also reorganizes in
response to brain damage. Following an injury in the cortex, the surrounding
grey matter assumes the function of the damaged area, like a local business
scrambling to pick up the customers of a newly closed competitor. This
remapping seems to begin immediately, and it continues for years. Such plastic-
ity involves all levels of the nervous system, from the cortex down to the
spinal cord.

Reorganization is much more prevalent in children than adults, in accord
with the critical periods of normal development. Young children afflicted
with severe and uncontrollable epilepsy that has paralyzed one or more limbs
sometimes undergo radical hemispherectomy, the surgical removal of an entire
cerebral hemisphere. The remaining hemisphere eventually takes on most of the
lost hemisphere’s functions, and the children regain almost complete use of their
limbs. This procedure is not possible in adults, in whom the lack of neural
reorganization would lead to inevitable and permanent paralysis and loss of
function.

As discussed earlier in this chapter, one of the most exciting areas of current
neurological research is the transplantation of human fetal tissue into the brain to
repair damage (FIGURE 3.37). The transplanted tissue consists specifically of stem
cells, “master” cells that not only can regenerate themselves but also can develop
into any type of tissue, such as muscle or nerve cells. This relatively new procedure
is being explored as a possible treatment for strokes and degenerative diseases such
as Parkinson’s and Huntington’s. The significant challenge is to get the newly
introduced cells to make the proper connections so that the damaged circuits
regrow. Many people oppose the use of fetal tissue for any research purposes, how-
ever, on religious or other philosophical grounds. Fortunately, many new methods

are emerging that allow researchers to create stem cells by reprogramming adult
cells (Kim et al., 2008).

FIGURE 3.37 Stem Cell Potential

Dr. Cheryl Seguin and her research colleagues
in Toronto have developed methods to turn
human stem cells into human organs, includ-
ing lungs, liver, and pancreas.
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SUMMING UP

How Does the Brain Change?

Although neural connections are intricate and precise, they are malleable. The
human genome, the blueprint for normal development, is affected by environ-
mental factors, such as injury, sensory stimulation, sensory deprivation, and life
experiences. During development and throughout our lifetimes of learning, the
circuitry is reworked and updated. Culture, as context for experience, affects the
organization and structure of the brain. The brain can reorganize after a brain
injury, though children’s recovery ability is far greater than adults’. An understand-
ing of genetic transmission and of brain organization, along with the knowledge
that brain regions are specialized for different perceptions, has allowed
researchers to unravel the puzzle of synesthesia. Females’ and males’ brains
differ in several ways, although the similarities are more obvious. Males’ brains
tend to be larger, and evidence suggests that females’ brains are organized more
bilaterally.

MEASURING UP

1. A person’s brain changes in response to environment, including all of that person’s
experiences. Place an X next to the statements below that support this idea.

a. Males’ brains generally are larger than females’ because males
have more stimulating environments.

b. The sizes of London taxi drivers’ hippocampi were correlated with
how long the participants had been London taxi drivers.

c. Some amputees can feel sensations in their amputated limbs
when their eyes are closed and their faces are touched.

d. Many drugs can mimic neurotransmitters’ actions.

e. Laboratory rats raised in enriched environments developed
heavier brains than laboratory rats raised in standard
environments.

f. Phineas Gage’s personality changed profoundly after his frontal
cortex was damaged.

___g. Some brain responses to selected stimuli vary due to cultural

influence.

2. Indicate whether the following statements, about the ways in which
females’ and males’ brains differ, are true or false.

a. Males’ brains generally are larger than females’ brains.

b. Males’ and females’ brains have no differences.

c. Researchers have found that sex differences in the brain explain
why males tend to hold executive positions more than females do.

d. Sex differences in the brain prove that males and females have
essentially different abilities.

e. A larger brain is a better brain—more advanced, plus more
complex in its organization.
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CONCLUSION

The human body is a biological machine, produced by a genome that has been
shaped by millions of years of evolution. Some 30,000 genes provide instructions
for producing proteins, and this modest process builds a brain that thinks, feels,
and acts. In psychological science, the biological revolution has revealed that these
genes not only build the common structures of the human body but also are partly
responsible for differences in the personalities, mental abilities, and physical
appearances of individuals. At the genetic level of analysis, so far we have only a
minimal understanding of our mental lives’ complexity. We are beginning to
understand the relationship between our environments and our genes, but we do
not know how environment causes our genes to turn on and off. Understanding
genetic expression’s inner workings may lead to profound insights into what
makes us human and how our minds work.

Evolution has bestowed on humans a marvelous 1.4-kilogram organ called
the brain. This complex assemblage of cells coordinates messages about envi-
ronment and bodily state using systems of neurons and of hormones, and these
systems determine the ways in which we are all similar and all different. There
are more neural connections in the human brain than there are stars in our galaxy
(Kandel, Schwartz, & Jessell, 1995), and the messages transmitted across those
connections are modulated by subtle variations in the actions of dozens of
chemicals in the synapses. Psychological scientists are quickly developing meth-
ods to better understand how the brain works and the different brain regions’
functions. We know that the brain changes dramatically through experiences
(with culture as the context for those experiences) and that the brain’s plasti-
city allows for recovery from certain injuries. More and more, psychological sci-
entists are looking to the workings of the brain to understand the rich
complexity of human experience. As discussed throughout this book, contem-
porary research is helping us understand the biological underpinnings of human
mental life.

Conclusion
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B CHAPTER SUMMARY

What Is the Genetic Basis of Psychological Science?

Heredity Involves Passing Along Genes through Reproduction:
The Human Genome Project has mapped the genes that make up
humans’ 23 chromosomal pairs. Genes’ variations are either dominant or
recessive. The genome represents the genotype, and the observable char-
acteristics are the phenotype. Many characteristics are polygenic.

Genotypic Variation Is Created by Sexual Reproduction: Because
half of each chromosome comes from each parent and the two halves
are joined randomly, there is enormous potential variation in the result-
ing zygote’s genome. Mutations also give rise to variations.

Genes Affect Behaviour: Behavioural geneticists can quantify the
similarity and variation in a population’s shared characteristics. Twin
studies, research on adoptees, and other investigations of hereditary and
genetic influence provide insight into heritability.

Social and Environmental Contexts Influence Genetic Expression:
Gene expression is a complex interaction between genetic makeup and
environmental context.

Genetic Expression Can Be Modified: Genetic manipulation has
been achieved in mammals such as mice, but has proved difficult in
humans. However, animal studies using the technique of “knocking
out” genes to determine their effects on behaviours and on disease are
a valuable tool for understanding genetic influences.

How Does the Nervous System Operate?

Neurons Are Specialized for Communication: Neurons are the
basic building blocks of the nervous system. They receive and send
chemical messages. All neurons have the same basic structure, but neu-
rons vary by function and by location in the nervous system.

Action Potentials Cause Neural Communication: Changes in a
neuron’s electrical charge are the basis of an action potential, or neu-
ral firing. Firing is the means of communication within networks of
neurons.

Neurotransmitters Bind to Receptors across the Synapse: Neurons
do not touch; they release chemicals (neurotransmitters) into the
synapse, a small gap between the neurons. Neurotransmitters bind with
the receptors of postsynaptic neurons, thus changing the charge in those
neurons. Neurotransmitters’ effects are halted by reuptake of the neuro-
transmitters into the presynaptic neurons, enzyme deactivation, or
autoreception.

Neurotransmitters Influence Mind and Behaviour: Neurotransmitters
have been identified that influence aspects of the mind and of behaviour
in humans, including emotions, motor skills, sleep, learning and memory,
pain control, and pain perception. Drugs and toxins mimic neurotransmit-
ters’ actions or reduce neurotransmitters’ availability.

What Are the Basic Brain Structures
and Their Functions?

The Brain Stem Houses the Basic Programs of Survival: The top
of the spinal cord forms the brain stem, which is involved in basic func-
tions such as breathing and walking as well as general arousal.

The Cerebellum Is Essential for Movement: The cerebellum (“little
brain”), the bulging structure connected to the back of the brain stem,
controls balance and is essential for movement.

Subcortical Structures Control Emotions and Basic Drives: The
subcortical structures play a key part in psychological functions because
they control vital functions (the hypothalamus), sensory relay (the thal-
amus), memories (the hippocampus), emotions (the amygdala), and the
planning and producing of movement (the basal ganglia).

The Cerebral Cortex Underlies Complex Mental Activity: The
lobes of the cortex play specific roles in controlling vision (occipital),
touch (parietal), hearing and speech comprehension (temporal), and
planning and movement (frontal).

How Are Neural Messages Integrated
into Communication Systems?

The Peripheral Nervous System Includes the Somatic and
Autonomic Systems: The body’s internal environment is regulated
by the autonomic system, which is divided into the alarm response
(sympathetic) and the return-to-normal response (parasympathetic). The
somatic system relays sensory information.

The Endocrine System Communicates through Hormones:
Both endocrine glands and organs produce and release chemical sub-
stances, which travel to body tissues through the bloodstream and influ-
ence a variety of processes, including sexual behaviour.

Actions of the Nervous System and Endocrine System Are
Coordinated: Most of the central control of the endocrine system
occurs through the actions of both the hypothalamus and the pituitary
gland; the latter controls the release of hormones from the rest of the
endocrine glands.

How Does the Brain Change?

The Interplay of Genes and the Environment Wires the Brain:
Chemical signals influence cells” growth and function. Environmental
experiences, especially during critical periods, are necessary for cells to
develop properly and for them to make more detailed connections.

Culture Affects the Brain: Daily social interactions, which vary
among cultures (and subcultures and individuals), are reflected in each
brain’s unique organization.

The Brain Rewires Itself throughout Life: Although plasticity
decreases with age, the brain retains the ability to rewire itself through-
out life. This ability is learning’s biological basis.

Females’ and Males’ Brains Are Similar and Different: Although
males’ and females’ brains are predominantly similar, males’ brains are
larger than females’ (on average), and females’ verbal abilities are organ-
ized more bilaterally (more equally in both hemispheres). There are sex
differences in the rate of development for some areas of the brain.

The Brain Can Recover from Injury: The brain can reorganize its
functions in response to brain damage, although this capacity decreases
with age. Anomalies in sensation and in perception, such as synesthesia,
are attributed to cross-wiring connections in the brain.
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acetylcholine (ACh),

p. 103 p. 100 system (ANS),
action potential, p. 99 amygdala, p. 114 p. 119
agonist, p. 102 antagonist, p. 102 axon, p. 97

136

all-or-none principle,

CHAPTER 3: Biological Foundations

autonomic nervous

basal ganglia, p. 114 central nervous system

(CNS), p. 108
cerebellum, p. 112

brain stem, p. 112
Broca’s area, p. 111

cell body, p. 97

cerebral cortex, p. 115



chromosomes, p. 83
dendrites, p. 97
dizygotic twins, p. 89
dominant gene, p. 85
dopamine, p. 105
endocrine system, p. 121
endorphins, p. 106
epinephrine, p. 104
frontal lobes, p. 117
GABA, p. 106

gene, p. 83

genotype, p. 86

glutamate, p. 106
gonads, p. 121
heritability, p. 91
hippocampus, p. 113
hormones, p. 121
hypothalamus, p. 113
interneurons, p. 96
monozygotic twins,
p- 89
motor neurons, p. 96
myelin sheath, p. 98
neuron, p. 96

neurotransmitter, p. 101
nodes of Ranvier,

p- 98
norepinephrine, p. 104
occipital lobes, p. 116
parasympathetic division

of ANS, p. 120
parietal lobes, p. 116
Parkinson’s disease

(PD), p. 105
peripheral nervous

system (PNS), p. 108

phenotype, p. 86
pituitary gland, p. 122
plasticity, p. 125
prefrontal cortex,
p- 117
receptors, p. 102
recessive gene, p. 85
resting membrane
potential, p. 98
reuptake, p. 102
Sensory neurons,
p- 96

serotonin, p. 104

somatic nervous system,
p. 119

substance P, p. 107

sympathetic division of
ANS, p. 119

synapse, or synaptic cleft,
p- 97

synesthesia, p. 81

temporal lobes, p. 117

terminal buttons, p. 97

thalamus, p. 113

B PRACTICE TEST
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Complete the following analogy: Genes are to chromosomes as
are to

a. recipes, ingredients

b. seeds, vegetables

c. bricks, walls

d. feet, shoes

. Which of the following statements are true regarding the relationship

between genetic makeup and environment?

a. Environmental factors can influence gene expression.

b. The presence of certain genes can influence an organism’s suscep-
tibility to environmental stressors.

c. Genes and environment can interact to affect phenotype.

. Which fwo labels accurately describe neurons that detect information

from the physical world and pass that information along to the brain?
a. motor neuron

Sensory neuron

. interneuron

. efferent neuron

o a0 o

. afferent neuron

. You witness a major car accident on your way to school. You pull

over and rush to help one of the victims, who has severe cuts across
his forehead and legs. When you ask if he is in any pain, he says no.
Which neurochemical is likely keeping the man pain free despite his
obvious injuries?

a. dopamine

b. GABA

. glutamate

. endorphins

(]

(oW

. substance P

o

. Because it determines other glands’ activities, the

. Who do you predict would have a larger hippocampus?

a. someone who plays computer games requiring the exploration of
complex virtual worlds

b. someone who plays computer games requiring extraordinarily
quick reflexes and body awareness

. Someone suffers a stroke that causes damage to the left motor

cortex. Which of the following impairments will the person most
likely exhibit?

a. an inability to comprehend spoken language

b. an inability to recognize faces

c. paralysis of the left side of the body

d. paralysis of the right side of the body

is sometimes
called “the master gland.”

a. pituitary

b. pancreas

c. thyroid

d. gonad

. The adage You can’t teach an old dog new tricks is consistent with

which phenomenon?

a. plasticity

b. critical periods

c. cortical reorganization
d. synesthesia

. True or false: Differences in the brains of people from different

cultures necessarily reveal underlying differences in biology.

PSYCHOLOGY AND SOCIETY

. A relative who suffers from arthritic pain finds a website on

the benefits of magnet therapy. The website claims that magnets
can bring relief to arthritic joints by increasing blood flow and
oxygen levels. Using the critical thinking skills discussed in this
chapter, write a letter helping your relative evaluate the website’s
claims.

. Scan the news for a story that mentions a particular brain area. For

example, check newspapers’ science sections or look for sports
stories involving head injuries. Then use this textbook and other

reputable sources of information to research this brain area. Imagine
you are charged with teaching fellow introductory psychology
students about this area, and prepare a short lecture explaining its
location and key functions (you may wish to include a drawing or
diagram to help explain the location). In your lecture, describe how
an understanding of this brain area contributes to your understand-
ing of the news story.

The answer key for all the Measuring Up exercises and the Practice Tests can be found at the back of the book.

@ Find more review materials online at www.wwnorton.com/psychologicalscience.
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The Mind and
Consciousness

THE MOVIE THE DIVING BELL AND THE BUTTERFLY (2007) tells the story of Jean-Dominique
Bauby, a French fashion magazine editor who suffered a devastating stroke at age 43. Twenty
days later, Bauby woke up to a nightmare: Nearly all his voluntary muscles were paralyzed.
Even though he was awake and alert, he could not communicate with those around him.
This rare condition, locked-in syndrome, occurs when part of the brain stem gets damaged.
As a psychological state, it has been compared to being buried alive: Imagine seeing all the
sights around you and hearing every noise, but being unable to respond physically to your
sensations. Imagine feeling every itch, but being unable to scratch yourself or move to gain
relief. Bauby proved able to blink his left eye, and eventually a speech therapist taught him
to use that eye to communicate. As she sat beside him pointing to letters of the alphabet,
Bauby blinked to select the letter he wanted. Letter by letter, he formed words, sentences,
and so on. In fact, through this painstakingly slow process, Bauby wrote a memoir, blinking
to an assistant one letter at a time. Although Bauby died of heart failure only days after the
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FIGURE 4.1 Challenging the Definition
of Consciousness (a) Jean-Dominique
Bauby suffered from locked-in syndrome. As
seen here, he dictated his memoir to an assis-
tant by blinking his left eye. (b) Brain imaging
has shown that a young woman in a coma,
with no outward signs of awareness, respond-
ed to directions to visualize playing tennis and
walking around with neural activity similar to
that of healthy volunteers.

(@

book was published in 1997, his memoir, The Diving Bell and the Butterfly, received
critical acclaim (FIGURE 4.1A). The movie based on it, by the artist and filmmaker Julian
Schnabel, received a prize at the 2007 Cannes Film Festival.

Bauby'’s use of blinking to communicate was triumphant in part because it was
so slow and difficult. Recent scientific advances have raised the possibility that patients
like Bauby will be able to communicate much more quickly and easily: We might be
able to “read” their thoughts by imaging brain activity in real time. Communication
of this kind is the goal of scientists working with Erik Ramsay, an American with
locked-in syndrome. In 2000, 16-year-old Ramsay suffered a brain stem injury in a
car accident. Four years later, researchers planted electrodes in the speech region of
his left hemisphere, and for the past several years Ramsay has been listening to
recordings of vowel sounds and mentally simulating those sounds. His simulation of
each vowel sound should produce its own pattern of brain activity. Ultimately, the
researchers hope to use this brain activity to create a voice synthesizer that will trans-
late Ramsay’s neural patterns into understandable speech. Their initial results have
been promising. Within a few years, they speculate, Erik might be able to communi-
cate through his voice synthesizer (Bartels et al., 2008).

Other researchers have obtained similarly promising results. An international team
of researchers used brain imaging to demonstrate that a 23-year-old English woman
who was in an apparent coma could respond to requests to imagine either playing ten-
nis or walking through her house (Owen et al., 2006). This woman'’s pattern of brain
activity was quite similar to the patterns of control subjects who also imagined playing
tennis or walking through a house (FIGURE 4.1B). The researchers believe that although
the woman could not give outward signs of awareness, she was able to understand
language and respond to the experimenters’ requests. This finding's implications are
extraordinary. Could the researchers’ method be used to reach other people who are in
comas, aware of their surroundings, but unable to communicate? Indeed, this research
team has now evaluated 54 coma patients, some at Cambridge and the rest in Liege,
Belgium, and has found five who could willfully control brain activity to communicate
(Monti et al., 2010). One 29-year-old Belgian man was able to answer five of six yes/no
questions correctly by thinking of one type of image to answer “yes” and another type
to answer “no.” The ability to communicate from coma might allow some patients to
express thoughts, ask for more medication, and increase the quality of their lives.

How do you know you are conscious? You know this only because you are expe-
riencing the outside world (through seeing, hearing, touching) and you are aware that
you are thinking. But what gives rise to consciousness? Is it the many neurons firing
in your brain? If so, how do these brain circuits’ actions give rise to your experiences?

(b)
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An iPad’s circuits produce images and sound when they are energized, but gadgets
like iPads are not conscious in the same way humans are. Is the difference biological?
Not entirely. Your body includes many highly active biological systems, such as your
immune system, that do not produce the sort of consciousness you are experiencing
right now, for example, as you contemplate these questions.

In considering consciousness and its variations, this chapter has two main points,
which are highlighted in the examples above. First, people can be conscious of their
surroundings even when they do not appear to be. Indeed, as noted below, people who
are deeply asleep still show awareness of their surroundings; they generally do not roll
off the bed, for example. Second, conscious experiences are associated with brain activ-
ity, and understanding this brain activity might help us better understand conscious-
ness, the nature of which has been one of psychology’s most vexing mysteries.

How Is the Conscious Mind Experienced?

What'’s on your mind? Having a conscious mind that thinks, feels, daydreams, and so
on is one defining aspect of being human. Despite the fact that each normally func-
tioning human has some degree of self-awareness, consciousness is difficult to study
scientifically. On the one hand, consciousness is very real; scientists can differenti-
ate between being “conscious” and being “unconscious.” On the other hand, one
of the biological sciences’ greatest unanswered questions is how neural activity in
the brain gives rise to a person’s subjective experience of the world—the state of
being conscious. At every minute, our brains are regulating our body temperatures,
controlling our breathing, calling up memories as necessary, and so on, but we are
not conscious of the brain operations that do these things. Similarly, our brains are
extremely active during sleep, even though we are not conscious at the time. Why
are we conscious only of certain experiences? What is consciousness?
Consciousness refers to moment-by-moment subjective experiences, such as reflect-
ing on one’s current thoughts or paying attention to one’s immediate surroundings.
Psychological scientists study two components of consciousness: the contents of conscious-
ness (the things we are conscious of’) and the level of consciousness (such as coma, sleep,
and wakefulness). In addition to considering consciousness in terms of content and level,
psychological scientists differentiate between doing things consciously (e.g., choosing to
wear one outfit over another) and doing things unconsciously (e.g.,automatically scratch-
ing an itch). In discussing actions, we refer to conscious intentions rather than conscious
awareness. So, throughout this chapter, consciousness refers to awareness, to experiences.
The chapter will also take up the issue of which behaviours are under conscious con-
trol and which seem to occur more automatically, without conscious intent.
Philosophers have long debated the nature of consciousness. In the seventeenth
century, the philosopher René Descartes stated that the mind is physically distinct from
the brain, a view of consciousness called dualism. Most psychological scientists now
reject dualism, instead believing that the brain and mind are inseparable. According to
this view, the activity of neurons in the brain produces the contents of consciousness:
the sight of a face, the smell of a rose. More specifically, each type of content—each
sight, each smell—has an associated pattern of brain activity. The activation of this par-
ticular group of neurons in the brain somehow gives rise to the conscious experi-
ence. Likewise, when people drink too much, their conscious experience is changed
(i.e., they become drunk) because alcohol affects how the brain works. Therefore,
studying the brain helps psychological scientists study consciousness, and advances in
the ability to image the working brain have provided new insights into conscious
experience. After considering how the brain gives rise to conscious experience, this

How Is the Conscious Mind Experienced? =

LEARNING OBJECTIVES
Define consciousness.

Summarize research findings on
the role played by the interpreter
in split-brain and normal people.

consciousness The subjective experience of
the world and of mental activity.
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FIGURE 4.2 Qualia: Seeing Red One dif-
ficult question related to consciousness is how
people experience qualia, the phenomenologi-
cal percepts of the world. For instance, does
red look the same to everyone who has nor-
mal colour vision?

chapter discusses how these experiences difter because of natural variation (e.g., sleep),
natural manipulation (e.g., meditation), and artificial manipulation (e.g., drugs).

Consciousness Is a Subjective Experience

Because each of us experiences consciousness personally—that is, subjectively—
we cannot know if any two people experience the world in exactly the same way.
What does the colour red look like to you? How does an apple taste? In the 1920s,
philosophers coined the term qualia to describe the properties of our subjective
experiences, such as our perceptions of things (FIGURE 4.2). As discussed in
Chapter 1, early pioneers in psychology attempted to understand consciousness
through introspection, but psychologists largely abandoned this method because
of its subjective nature. Qualia exist, but their subjective nature makes them diffi-
cult to study empirically. So, when as children we played the game “I spy, with my
little eye,” players might have been looking at the same thing—say, “something that
is red”—but they might have been experiencing that thing differently. In other
words, there is no way to know whether each player’s experience of the thing and
its colour was the same or whether each player was using the same words to describe
a different experience. The labels applied to experience do not necessarily do jus-
tice to the experience.When you experience heartbreak and a friend consoles you
by saying “I know how you feel,” does your friend definitely know?

Despite scientists’ difficulty in understanding experiences of qualia, growing evi-
dence indicates that imaging methods can help identify commonalities in brain activ-
ity across experiences. Scientists cannot (yet) read your mind by looking at your brain
activity, but they can identify objects you are looking at by looking at your brain activ-
ity (Kay, Naselaris, Prenger, & Gallant, 2008). For instance, researchers can use fMRI
(see Chapter 2,“Research Methodology™) to determine, based on your pattern of brain
activity at that moment, whether the picture you are looking at is of a house, a shoe,
a bottle, or a face (O Toole et al., 2005). Similarly, brain imaging can reveal whether
a person is looking at a striped pattern that is moving up and down or one moving
side to side, whether a person is looking at a picture or a sentence, and so on (Norman
et al., 2006). Frank Tong and colleagues (1998) studied the relationship between con-
sciousness and neural responses in the brain. Participants were shown images in which
houses were superimposed on faces. Neural activity increased within the temporal
lobe’s fusiform face area when participants reported seeing a face, but neural activity
increased within temporal lobe regions associated with object recognition when par-
ticipants reported seeing a house (on brain regions, see Chapter 3, “Biological
Foundations”). This finding suggests that different types of sensory information are
processed by difterent brain regions: The particular type of neural activity determines
the particular type of awareness (FIGURE 4.3). As psychological science is beginning to
reveal, common brain activity may give rise to people’s subjective experiences.

How might reading brain activity allow researchers to improve the lives of those
with spinal injuries? In our daily interactions with the world, we use our arms and
hands to manipulate objects around us, such as when we type on keyboards, play
computer games with joysticks, change television channels with remotes, and con-
trol cars with steering wheels. Imagine being able to manipulate such objects sim-
ply by thinking about using them. In groundbreaking research that provides hope
for those with paralysis, neuroscientists have taught monkeys how to control a robot
arm using only their thoughts (Carmena et al., 2003). As the media have quipped,
“Monkey see, robot do.”

How did the researchers accomplish this remarkable feat? The first step was to
implant small electrodes in the frontal and parietal lobes of two rhesus monkeys and
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FIGURE 4.3 Scientific Method: The Relationship between Consciousness
and Neural Responses in the Brain

Hypothesis: Specific patterns of brain activity can predict what a person is seeing.

Research Method:

€D Participants were shown images with
houses superimposed on faces.

B Participants were asked to report
whether they saw a house or a face.

E) Researchers used fMRI to measure
neural responses in participants’ brains.

Results: Activity increased in the fusiform face area when participants reported seeing
a face, but temporal cortex regions associated with object recognition became active when
participants reported seeing a house.

Conclusion: Type of awareness is related to which brain region processes the particular
sensory information.

then record impulses from those electrodes while the monkeys learned to play a sim-
ple computer game. These brain areas were chosen because they are known to be
involved in controlling complex movement. In the computer game, the monkeys used
ajoystick that allowed them to perform actions—such as steering a cursor and squeez-
ing a trigger to achieve a goal—that involved moving a robotic arm they could see
but not touch. By examining the recordings from the various brain regions, the
researchers determined which patterns of brain activity led to specific motor actions.
They then unplugged the joystick so that it no longer controlled the movement of
the robotic arm, and they made movements of the robotic arm directly dependent
on the pattern of neuronal firing from the monkeys’ motor cortices. At first, the mon-
keys moved their arms wildly as if controlling the joystick, but it was not their arm
movements that controlled the robot; it was their thoughts.“The most amazing result,
though, was that after only a few days of playing with the robot in this way, the mon-
key suddenly realized that she didn’t need to move her arm at all,” says the lead neu-
roscientist, Miguel Nicolelis, describing one of the experiment’s subjects (FIGURE 4.4).
“Her arm muscles went completely quiet, she kept the arm at her side and she con-
trolled the robot arm using only her brain and visual feedback. Our analyses of the
brain signals showed that the animal learned to assimilate the robot arm into her brain
as if it were her own arm” (“Gazette: Monkeys Move Matter, Mentally,” 2004).
How soon might this research help those who are paralyzed? A team led by the
American researcher John Donoghue implanted a small computer chip into five quad-
riplegic individuals. The chip reads signals from hundreds of neurons in the motor
cortex. The first human to benefit from this technology was 25-year-old Matthew
Nagle, who had been paralyzed from the neck down following a knife attack in 2001.
The implanted device, called BrainGate, has allowed him to use a remote control to
perform physical actions—such as changing television channels and opening and clos-
ing curtains—entirely with his thoughts. As in the rhesus monkey research, the brain’s
firing pattern is translated into signals that control the movement of a robotic arm.

FIGURE 4.4 Advances in Motor Control
The neurobiologist Miguel Nicolelis, a
Brazilian native, with one of the monkeys used
in his study of the brain's motor command
signals. Dr. Nicolelis’s research has revealed
new information on how reading brain activity
may be used to improve the lives of people
who are paralyzed.
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FIGURE 4.5 Awareness in an Apparent
Vegetative State The patient, a stabbing
victim, appeared to be in a vegetative state,
but neurophysiological assessment of brain
activity two months after his injury showed he
processed the meaning of sentences presented
to him (through headphones and on a computer
screen). This finding indicated some awareness
of his surroundings in spite of his obvious
brain injury (note the knife wound on the right
of the image). Techniques of this kind are
useful for evaluating the comprehension of
patients who are unable to communicate.

The goal of this research is to allow paralyzed individuals, through brain activity, to
control prosthetic devices that will assist them in all aspects of daily living.

There Are Variations in Conscious Experience

As you read this chapter, what are you conscious of, and how conscious are you?
Is your mind wandering, occasionally or often? Is your stomach rumbling? Are you
sitting comfortably? Are you drowsy? Is your mental state artificially pepped up
thanks to coftee, soda, an energy drink? As you go through any day, you experi-
ence variations in consciousness. Your level of consciousness varies naturally through
the day in your sleep/wake cycle. It will also, as discussed below, be affected by
your actions (such as meditating to relax) and by consciousness-altering substances
you consume (such as caffeine and alcohol).

As William James, one of the first North American psychologists, described it, con-
sclous experience is a continuous stream of thoughts that often floats from one thought
to another. It is a unified and coherent experience—there is a limit to how many things
you can be conscious of at the same time.You cannot pay attention to reading while
also watching a television show, doing your calculus homework, and instant messag-
ing with several friends. As you focus on developments in the show, you might real-
ize you have no idea what you just read or what your friend just replied. Likewise, all
at the same time you cannot think about what you will do tomorrow, what kind of
car you would like to own, and where you most recently went on vacation. While
driving to a familiar destination, have you ever begun to think about something other
than your driving? Before you knew it, you had arrived. But how did you get there?
You knew you had driven, but you could not remember details of the drive, such as
whether you stopped at traffic lights or passed other vehicles. In general, we can exe-
cute routine or automatic tasks (such as driving, walking, or catching a baseball) that
are so well learned that we do them without much conscious effort. Indeed, paying
too much attention can interfere with these automatic behaviours. By contrast, diffi-
cult or unfamiliar tasks require greater conscious effort. Such controlled processing is
slower than automatic processing, but it helps us perform in complex or novel situa-
tions. Thus if a rainstorm starts while you are driving, you will need to pay more atten-
tion to your driving and be very conscious of the road conditions.

CONSCIOUSNESS AND COMA As the Belgian cognitive neuroscientist Steven
Laureys (2007) notes, medical advances mean that a greater number of people are
surviving traumatic brain injuries; doctors now save the lives of many people
who previously would have died from injuries sustained in car accidents or on
battlefields, for example. However, surviving is just the first step toward recov-
ery, and many of those who sustain serious brain injuries fall into comas. Most
people who regain consciousness after such injuries do so within a few days, but
some people do not regain consciousness for weeks. In this state, they have
sleep/wake cycles—they open their eyes and appear to be awake, close their eyes
and appear to be asleep—but they do not seem to respond to their surround-
ings. When this condition lasts longer than a month, it is known as a persistent
vegetative state. However, as noted above, evidence indicates that the brain can
process information in this state (Gawryluk, D’Arcy, Connolly, & Weaver, 2010).
In one dramatic example, researchers from Dalhousie University used event-related
potentials (ERPs), which measure the electrical activity of the brain (see
Chapter 2), to demonstrate awareness in a man who had been stabbed in the
brain and was in an apparent vegetative state (FIGURE 4.5; Connolly, Mate-Kole, &
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Joyce, 1999). The longer the persistent vegetative state lasts, the less likely the
person is to ever recover consciousness or show normal brain activity. In the
United States, the patient Terri Schiavo spent more than 15 years in a persistent
vegetative state. Eventually, her husband wanted to terminate her life support,
but her parents wanted to continue it. Both sides waged a legal battle. Her par-
ents believed that although Schiavo was in a coma, she was aware and occasion-
ally had even responded to their presence. Schiavos husband and doctors
disputed these claims, believing her to be in an irreversible vegetative state with
no hope of recovery. Indeed, an EEG of Schiavo’s brain showed no activity. A court
ruled in the husband’s favour, and life support was terminated. After Schiavo’s
death, an autopsy revealed substantial and irreversible damage throughout her
brain and especially in cortical regions known to be important for consciousness
(FIGURE 4.6A).

Between the vegetative state and full consciousness is the minimally conscious state,
in which people make some deliberate movements, such as following an object with
their eyes, and may try to communicate. The prognosis for those in a minimally con-
scious state is much better than for those in a persistent vegetative state. Consider
the case of the Polish railroad worker Jan Grzebski, who in June 2007 woke up from
a 19-year coma (FIGURE 4.6B). Grzebski remembers events that were going on around
him for those 19 years, including his children’s marriages. There is some indication
that he tried to speak on occasion but was not understood. He now spends much
of his time watching television or going out in his wheelchair, and he finds the world
prettier than it was under communism (Scislowska, 2007). In 2003, Terry Wallis, an
American, began to talk with family members 19 years after an auto accident placed
him in a minimally conscious state similar to Grzebski’s. During his 19-year coma,
Wallis had shown hints of awareness and occasionally seemed responsive to visitors.
Recall as well the young English woman, discussed above, who appeared to be in
a coma but, at reseachers’ requests, mentally imagined walking through her house
or playing tennis and thus showed signs of being minimally conscious rather than
in a persistent vegetative state. Although difterentiating between states of conscious-
ness by behaviour alone is difficult, brain imaging may prove useful for identifying
the extent of a patient’s brain injury and likelihood of recovery.

As discussed throughout this book, science often creates ethical issues. One
such issue is whether brain evidence should be used to make end-of-life deci-
sions (see “On Ethics” later in this chapter). The outcome of Terry Schiavo’s case,
for example, remains highly controversial. Examining the brain of a person in an
apparent coma, however, increases the chances of making well-informed med-
ical decisions. Emerging evidence indicates that stimulating the thalamus (using
a device something like a heart pacemaker) increases awareness among those in
minimally conscious states, but when is this procedure advisable? A 38-year-old
man, unable to communicate for more than six years following brain injury but
still showing fMRI evidence of brain activity, was able to interact meaningfully
and consistently with others, using vocalizations and social movements, after six
months of thalamic stimulation (Schiff et al., 2007).That a similar procedure was
ineftective for Terri Schiavo further reinforces the evidence that her cortex had
deteriorated beyond recovering. Thus brain imaging might be useful for deter-
mining which patients are good candidates for treatment.

Splitting the Brain Splits the Conscious Mind

Studying people who have undergone brain surgery to treat disorders has given
researchers a better understanding of the conscious mind. Often this surgery has

TERRI'S BRAIN HEALTHY BRAIN

(b)
FIGURE 4.6 The Range of
Consciousness (a) Terry Schiavo spent
more than 15 years in a persistent vegetative
state before she was taken off life support.
Her parents and their supporters believed she
showed some awareness, despite brain scans
that showed no brain activity. (b) Jan
Grzebski was in a minimally conscious state
for 19 years before he awoke and reported
that he had in fact been aware of events
around him.
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FIGURE 4.7 The Corpus Callosum
This MRI shows a patient’s brain after the cor-
pus callosum was completely sectioned.

split brain A condition in which the corpus
callosum is surgically cut and the two
hemispheres of the brain do not receive
information directly from each other.

FIGURE 4.8 Visual Input Images from the
left side go to the brain’s right hemisphere,
and images from the right side go to the left
hemisphere.
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attempted to treat epilepsy by removing the part of the brain in which the seizures
began. Another strategy, pioneered in the 1940s and still practiced on occasion
when other interventions have failed, is to cut connections within the brain to
try to isolate the site of seizure initiation, so a seizure that begins at that site will
less likely spread throughout the cortex. (Chapter 7, “Attention and Memory,”
includes a discussion of H.M., one of psychology’s most famous case studies
because of the memory loss he suffered as a result of brain surgery conducted to
stop his severe seizures.)

The major connection between the hemispheres that may readily be cut with-
out damaging the grey matter is the massive fibre bundle called the corpus callosum
(FIGURE 4.7). Most epilepsy responds to treatment with modern medications, but
in rare, extreme cases that do not respond to medications, the corpus callosum may
be cut completely as a means of treatment. When the corpus callosum is severed,
the brain’s halves are almost completely isolated from each other, a condition called
split brain. This surgical procedure has provided many important insights into the
basic organization and specialized functions of each brain hemisphere. But this
procedure also raises an interesting question: “If you split the brain, do you split
the mind?”

What is it like to have your brain split in half? Although you might think it
would lead to dramatic personality changes, perhaps the most obvious thing about
split-brain patients after their operations is how normal they are. Unlike patients
following other types of brain surgery, split-brain patients have no immediately
apparent major problems. In fact, some early investigations suggested the surgery
had not affected the patients in any discernible way. They could walk normally, talk

Right hemisphere:
better with spatial
relationships

Left hen)(sphere:
better with
language
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normally, think clearly, and interact socially. In the 1960s, this book’s co-author
Michael Gazzaniga, working with the Nobel laureate Roger Sperry, conducted a
series of tests on the first split-brain participants. The results were stunning: Just as
the brain had been split in two, so had the mind!

As discussed in Chapter 5, images from the visual field’s left side (left half of
what you are looking at) go to the right hemisphere, and those from the right side
go to the left; the left hemisphere also controls the right hand, and the right hemi-
sphere controls the left hand. With a split-brain patient, these divisions allow
researchers to provide information to and get information from a single hemisphere
at a time (FIGURE 4.8).

Psychologists have long known that in most people the left hemisphere is
dominant for language. If a split-brain patient sees two pictures flashed on a screen
briefly and simultaneously—one to the visual field’s right side and one to the
left side—the patient will report that only the picture on the right was shown.
Why is this? Because the left hemisphere, with its control over speech, sees only
the picture on the right side, so it is the only picture a person with a split brain
can talk about. The mute right hemisphere (or “right brain”), having seen the
picture on the left, is unable to articulate a response. The right brain can act on
its perception, however: If the picture on the left was, for example, of a spoon,
the right hemisphere can easily pick out an actual spoon from a selection of
objects, using the left hand (which is controlled by the right hemisphere). Still,
the left hemisphere does not know what the right one saw. Splitting the brain,
then, produces two half brains, each with its own perceptions, thoughts, and
consciousness (FIGURE 4.9).

Further explorations have revealed much more about the division of labour
within the brain. In all the split-brain patients studied, the left hemisphere was far
more competent at language than the right, so much so that in many patients the
right hemisphere had no discernable language capacity. In some patients, though,
the right hemisphere displayed some rudimentary language comprehension, such
as being able to read simple words. Interestingly, such right hemisphere language
capabilities tend to improve in the years following the split-brain operation, pre-
sumably as the right hemisphere attains communication skills unnecessary when
that hemisphere was connected to the fluent left brain.

FIGURE 4.9 Split-Brain Experiment: The
Left Hemisphere versus the Right
Hemisphere

When a split-brain patient is asked what he The right hemisphere sees the left side of the screen,
sees, the left hemisphere sees the fork on the but cannot verbalize what is seen. However, the patient
right side of the screen and can verbalize that. can pick up the correct object using the left hand.
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FIGURE 4.10 The Left Hemisphere
Interpreter On the basis of limited informa-
tion, the left hemisphere attempts to explain
behaviour governed by the right hemisphere.

ED A split-brain participant
watches as different
images flash
simultaneously on the
left and right.

A Below the screen is a
row of other images.

E) The patient is asked to
point each hand at a
bottom image most
related to the image

The right hemisphere, however, has its own competencies, which complement
those of the left. The left brain is generally hopeless at spatial relationships. In one exper-
iment, a split-brain participant is given a pile of blocks and a drawing of a simple
arrangement in which to put them—tfor example, a square. When using the left hand,
controlled by the right hemisphere, the participant arranges the blocks effortlessly.
When using the right hand, controlled by the left brain, the participant produces only
an incompetent, meandering attempt. During this dismal performance, the right brain
presumably grows frustrated, because it makes the left hand try to slip in and help!

THE INTERPRETER Another interesting dimension to the relationship between the
brain’s hemispheres is how they work together to reconstruct our experiences. This
collaboration can be demonstrated by asking a disconnected left hemisphere what it
thinks about previous behaviour that has been produced by the right hemisphere. In
one such experiment, the split-brain patient sees different images flash simultaneously
on the left and right sides of a screen, while below those images is a row of other
images. The patient is asked to point with each hand to a bottom image that is most
related to the image flashed on that side of the screen above. In one such study, a
picture of a chicken claw was flashed to the left hemisphere, and a picture of a snow
scene to the right hemisphere. In response, the left hemisphere pointed the right
hand at a picture of a chicken head, and the right hemisphere pointed the left hand
at a picture of a snow shovel. The (speaking) left hemisphere could have no idea
what the right hemisphere had seen. When the participant was asked why he
pointed to those pictures, he (or, rather, his left hemisphere) calmly replied,
“Oh, that’s simple. The chicken claw goes with the chicken, and you need a shovel
to clean out the chicken shed.” The left hemisphere evidently had interpreted
the left hand’s response in a manner consistent with the left brain’s knowledge
(FIGURE 4.10).

flashed on that side of
the screen.

The left hemisphere points the
right hand at a picture of a chicken
head. The left hemisphere says
that the chicken claw goes with
the chicken head.

The right hemisphere points the left
hand at a picture of a snow shovel.
The left hemisphere decides that

the shovel is used to clean up after
chickens. (It does not see the house.)
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The left hemisphere’s propensity to construct a world that makes sense is called
the interpreter, because the left hemisphere is interpreting what the right hemi-
sphere has done (Gazzaniga, 2000). In this last example, the left hemisphere inter-
preter created a ready way to explain the left hand’s action, which was controlled
by the disconnected right hemisphere. The explanation was unrelated to the right
hemisphere’s real reason for commanding that action.Yet to the patient, the move-
ment seemed perfectly plausible once the action had been interpreted. Usually, the
interpreter’s explanations come readily. To give another example: If the command
Stand up is flashed to a split-brain patient’s right hemisphere, the patient will stand
up. But when asked why he has stood up, the patient will not reply, “You just told
me to,” because the command is not available to his (speaking) left hemisphere.
Instead, unaware of the command, he will say something like, “T just felt like get-
ting a soda.” His left hemisphere is compelled to concoct a story that explains, or
interprets, his action after it has occurred.

Such interpretation does not always happen instantly. Sometimes it takes the
patient’s left hemisphere as long to figure out why the left hand is acting as it would
take an outside observer. In one session, Gazzaniga and his colleagues presented
the word phone to the right hemisphere of patient J.W. and asked him to verbalize
what he saw. J.W. replied that he did not see anything. Of course, J.W. was speak-
ing from his left hemisphere, which did not see the word phone, and his right hemi-
sphere was mute. However, when a pen was placed in his left hand and he was
asked to draw what he saw, J.W. immediately started drawing a phone. Outside
observers who had not seen the word phone took some time to make out what
J.W. was drawing. J.W’s left hemisphere was in the same boat. Fortunately, J.W.
tended to articulate what he was thinking (a helpful trait in a research subject). He
was 1nitially confused by what he was drawing and started guessing about what it
was. Not until the picture was almost complete did the outside observers, includ-
ing J.Ws left hemisphere, understand what his left hand was drawing. At that point,
J.W. exclaimed, “Dubh, it’s a phone!”The communication between the hemispheres
occurred on the paper and not within his head. J.W’s right hemisphere drew what
it saw; after viewing the drawing, his left hemisphere identified it as a phone. In
the meantime, his interpreter struggled to guess what his hand was drawing.

THE INTERPRETER SPECULATES The interpreter strongly influences the way we
view and remember the world. Shown a series of pictures that form a story and
asked later to choose which of another group of pictures they had seen previously,
normal participants have a strong tendency to falsely “recognize” pictures consis-
tent with the theme of the original series and to reject those inconsistent with the
theme. The left brain, then, tends to “compress” its experiences into a comprehen-
sible story and to reconstruct remembered details based on the gist of that story.
The right brain seems simply to experience the world and remember things in a
manner less distorted by narrative interpretation.

Sometimes the left brain interpreter makes life more difficult than it needs to
be. In one experiment, human or (nonhuman) animal participants must predict,
on each trial, whether a red light or a green light will flash. A correct prediction
produces some small reward. Both lights flash in a random sequence, but overall
the red light flashes 70 percent of the time. Participants pretty quickly notice that
the red light comes on more often. So to receive the most reward, what strategy
do they follow? After doing this task a number of times, most animals simply choose
the red light—the most probable response—100 percent of the time; by doing so,
they receive rewards on 70 percent of the trials. This strategy makes great sense in
terms of adaptiveness, in that it guarantees the animals receive the maximum

interpreter A left hemisphere process that

attempts to make sense of events.
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subliminal perception Information
processed without conscious awareness.

FIGURE 4.11 Try for Yourself: Subliminal

Perception

Try to pick out the subliminal message in the advertisement

below.

Break Out the
W frosty bottle
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'l and keep your
§ tonics dry! We are aware of some mental processes and not aware of others. Over

rewards, yet humans do something much different. They try to figure out patterns
in the way the lights flash, and they choose the red light about 70 percent of the
time. That is, overall their choices match the frequency of how often red flashes,
but because the lights flash randomly, on any given trial humans may choose
incorrectly. Indeed, when humans choose the red light 70 percent of the time, they
generally receive rewards on only 58 percent of the trials.

Why do humans not follow the optimal strategy, which even rats can figure
out? According to Dartmouth College’s George Wolford and colleagues (2000),
the left hemisphere interpreter leads people to search for patterns that might not
even exist. To test this idea, the researchers had two split-brain patients perform a
version of the task described above. The patients’ right hemispheres tended to
respond in the optimal way that animals did (choosing the same thing 100 percent
of the time), whereas the patients’ left hemispheres chose red only 70 percent of
the time. The left hemisphere interpreter’s tendency to seek relationships between
things may be adaptive in some contexts, but it can produce less-than-optimal out-
comes when such relationships (e.g., patterns) do not exist.

The split brain is a rare condition, of course, and nearly all people have two hemi-
spheres that communicate and co-operate on the tasks of daily living. Maryse
Lassonde, at the Université de Montréal, studies the rare condition in which the cor-
pus callosum does not develop properly. Patients with this condi-
tion do not show all the characteristics of those with surgical split
brains, but they show impairments in tasks that require information
flow between the hemispheres (Lassonde & Ouimet, 2010). The
popular media have sometimes exaggerated this research’s findings,
suggesting that certain people are “left brain” logical types and oth-
ers are “‘right brain” artistic types. In reality, although the hemispheres
are specialized for certain functions, such as language or spatial nav-
igation, most cognitive processes involve both hemispheres’ coor-
dinated efforts. Split-brain research provides a unique opportunity
to study each hemisphere’s capacities.

Unconscious Processing Influences Behaviour

Before reading further, think of your phone number. If you are
familiar enough with the number, you probably remembered it
quickly. Yet you have no idea how your brain worked this magic.
That is, you do not have direct access to the neural or cognitive
processes that lead to your thoughts and behaviour. You thought
about your phone number, and (if the magic worked) the num-
ber popped into your consciousness.

This brief exercise illustrates a central property of consciousness:

the last several decades, many researchers have explored different ways
in which unconscious cues, or subliminal perception, can influence
cognition. Subliminal perception refers to stimuli that get processed
by sensory systems but, because of their short durations or subtle
forms, do not reach consciousness. Advertisers have long been
accused of using subliminal cues to persuade people to purchase
products (FIGURE 4.11). The evidence suggests that subliminal mes-
sages have quite small effects on purchasing behaviour (Greenwald,
1992), but material presented subliminally can influence how peo-
ple think even if it has little or no effect on complex actions. (Buying
something you did not intend to buy would count as a complex
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action.) That is, considerable evidence indicates that
people are affected by events—stimuli—they are not
aware of (Gladwell, 2005). In one recent study, par- 210
ticipants exerted greater physical effort when large
images of money were flashed at them, even though
the flashes were so brief the participants did not Liquid

report seeing the money (Pessiglione et al., 2007). z:':::)sumed

The subliminal images of money also produced brain

activity in areas of the limbic system, which is

involved in emotion and motivation. Subliminal cues

may be most powerful when they work on people’s Thirsty

motivational states. For example, flashing the word
thirst may prove more effective than flashing the
explicit directive Buy Coke. Indeed, researchers at
the University of Waterloo found that subliminal presentations of the word thirst
led participants to drink more Kool-Aid, especially when they were actually thirsty
(FIGURE 4.12; Strahan, Spencer, & Zanna, 2002).

Other events can influence our thoughts without our awareness. In a classic
experiment by the social psychologists Richard Nisbett and Timothy Wilson
(1977), the participants were asked to examine word pairs, such as ocean-moon, that
had obvious semantic associations between the words. They were then asked to free-
associate on other, single words, such as defergent. Nisbett and Wilson wanted to find
out the degree, if any, to which the word pairs would influence the free associations—
and, if the influence occurred, whether the participants would be aware of it. When
given the word defergent after the word pair ocean-moon, participants typically free-
associated the word fide. However, when asked why they said “tide,” they usually
gave reasons citing the detergent’s brand name, such as “My mom used Tide when
I was a kid”; they were not aware that the word pair had influenced their thoughts.
Here again, the left hemisphere interpreter was at work, making sense of a situation
and providing a plausible explanation for cognitive events when complete informa-
tion was not available. We are, of course, frequently unaware of the many difterent
influences on our thoughts, feelings, and behaviour. Similar effects underlie the clas-
sic mistake called a Freudian slip, in which an unconscious thought is suddenly
expressed at an inappropriate time and/or in an inappropriate social context.

Another example of unconscious influences’ power comes from the work of
Yale University’s John Bargh and his colleagues (1996), who asked participants to
make sentences out of groups of words. Some of these words were associated with
the elderly, such as old, Florida, and wrinkles. After the participants had made up a
number of sentences, they were told the experiment was over. But the researchers
continued observing the participants, interested in whether the unconscious acti-
vation of beliefs about the elderly would influence the participants’ behaviour.
Indeed, participants primed with stereotypes about old people walked much more
slowly than did those who had been given words unrelated to the elderly. When
questioned later, the slow-walking participants were not aware that the concept of
“elderly” had been activated or that it had changed their behaviour. Other
researchers have obtained similar findings. For instance, Ap Dijksterhuis and Ad van
Knippenberg (1998) found that people at Nijmegen University, in the Netherlands,
better answered trivia questions when they were subtly presented with informa-
tion about “professors” than when they were subtly presented with information
about “soccer hooligans,” although they were unaware that their behaviour was
influenced by the information. Such findings indicate that much of our behav-
iour occurs without our awareness or intention (Bargh & Morsella, 2008;
Dijksterhuis & Aarts, 2010).

The subliminal cue led to
increased drinking, especially
when participants were thirsty.

Not thirsty
Subliminal priming condition

M Thirst-related primes [ Neutral primes

FIGURE 4.12 Subliminal Cues and
Motivation Participants were primed with
subliminal presentations of words related to
thirst (e.g., dry and thirst) and subliminal
presentations of neutral words (e.g., pirate
and won). The cues related to thirst led the
participants to drink more liquid.
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THE SMART UNCONSCIOUS Common sense tells us that consciously thinking
about a problem or deliberating about the options is the best strategy for making
a decision. Consider the possibility that not consciously thinking can produce an
outcome superior to that of consciously thinking. In a study by Ap Dijksterhuis
(2004), participants evaluated complex information regarding real-world choices—
for example, selecting an apartment. In each case, the participants chose between
alternatives that had negative features (e.g., high rent, bad location) and positive
features (e.g., nice landlord, good view), but objectively, one apartment was the
best choice. Some participants were required to make an immediate choice (no
thought); some to think for three minutes and then choose (conscious thought);
and some to work for three minutes on a difficult, distracting task and then choose
(unconscious thought). Across three separate trials, those in the unconscious
thought condition made the best decisions. According to Dijksterhuis and
Nordgren (2006), unconscious processing is especially valuable for complex deci-
sions in which it is difficult to weigh the pros and cons consciously. A similar phe-
nomenon has also been reported in the creativity literature: Anecdotal reports
suggest that allowing an idea to incubate over time helps in problem solving.
Perhaps this is why, for very important decisions, people often choose to “sleep on
it.” (Chapter 8, “Thinking and Intelligence,” will return to this idea in discussing
problem solving strategies.)

Consider also the possibility that consciously thinking can undermine good deci-
sion making. The American social psychologist Tim Wilson and the American cog-
nitive psychologist Jonathan Schooler (1991) asked research participants to rate jams.
When the participants simply tasted the jams, their ratings were very similar to experts’
ratings. However, when the participants had to explain their ratings jam by jam, their
ratings differed substantially from the experts’. Unless the experts were wrong, the

participants had made poorer judg-
ments: Having to reflect consciously

FIGURE 4.13 Try for Yourself: Verbal Overshadowing about their reasons apparently altered

Pick the image below that is by a famous painter.

Now explain why you chose the image you did.

their perceptions of the jams. Schooler
has introduced the concept of wverbal
overshadowing to describe the perform-
ance impairment that occurs when
people try to explain verbally their per-
ceptual experiences that are not easy to
describe (Schooler & Engslter-Schooler,
1990; Schooler, 2002). For example,
participants who had to describe the
perpetrator they saw in a simulated
bank robbery were less able to pick the
person out of a lineup than were par-
ticipants who did not have to provide
a description. The descriptive labels
used by the first group altered those
participants’ memories of the robber. In
another study, participants who had to
describe a wine’s taste were later less

If you are like most people, you found it difficult to verbalize your perceptual experience. able to detect that wine taste than were
) participants who simply tasted the wine

JeUL Juled PIN0D PIy AV ATeluswinoop 200z 8yt 40 308lans au3 (0002 “d) PeSISWIO BHeN AQ d did not describe th 1ch
pajuied sem ‘asno dodijjo7 ‘ya| ayi uo Bunured sy ‘WsIUoISsaIdxa 10BISOE JO Jojsew and did not describe the taste (Melcher
© PaJOpISUOD ‘(266—106) BUILOO} 8P Wl AQ SI “WBL 8UY UO XX PRI HAemSuY & Schooler, 1996). Consciously reflect-

ing on the wine’s qualities impaired
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performance. The take-home message of these studies is that we are not very good
at describing perceptual experiences; when we are forced to do so, the act of ver-
bally labelling alters our memories. Although it is unclear exactly why thinking too
much can impair judgment and memory, some things appear to be best left unsaid
(FIGURE 4.13).

Brain Activity Produces Consciousness

Except in research situations, we can know that a particular person is aware of a
certain something only when that person reports the awareness. Because a person
cannot be aware of having perceived subliminal stimuli, for example, the person
cannot report on them or their effects. As discussed above, though, subliminal infor-
mation can influence behaviour, and brain imaging reveals that subliminal stimuli
are processed in the brain despite their perceivers’ lack of conscious awareness. Only
research can reveal such processing, and during the past few decades, researchers
have worked to identify the brain regions most important to different forms of
awareness. By studying awareness in individuals with damage to specific regions of
the brain, for example, researchers hope to link selective losses of awareness—that
is, losses of awareness for specific forms of information—to the damaged brain areas.

BLINDSIGHT Some research on visual awareness has examined blindsight, a con-
dition in which a person who experiences some blindness because of damage to
the visual system continues to show evidence of some sight, but is unaware of’
being able to see at all. Typically, a blindsighted patient loses vision in only a por-
tion of the visual field. For example, when looking forward the person might not
be able to see anything on his or her left. Researchers have discovered that when
a stimulus is presented in this blind field, the patient can respond unconsciously
to that stimulus. For example, a moving dot might be presented to the blind spot,
and the patient must indicate in which direction the dot is moving. Typically, the
patient reports having seen nothing. However, when pressed to guess the direc-
tion of motion, more often than by chance the patient will guess correctly.

One example of blindsight was recently found in a 52-year-old African physi-
cian living in Switzerland who had become blind following two consecutive
strokes that destroyed the primary visual cortices in both brain hemispheres (Pegna,
Khateb, Lazeyras, & Seghier, 2005). Nothing was wrong with his eyes, but the visual
regions of his brain could not process any information they received from them.
Although alert and aware of his surroundings, the patient reported being unable
to see anything, not even the presence of intense light.Visual information also goes
to other brain regions, such as the amygdala, however. As discussed in Chapter 9,
one theory suggests that the amygdala processes visual information very crudely
and quickly, to help identify potential threats. For example, the amygdala becomes
activated in imaging studies when people observe subliminal presentations of faces
expressing fear (Whalen et al., 2005). When the blind physician was shown a series
of faces and was asked to guess their emotional expression, he had no sense of
having seen anything but was able to identify the expression at a level much better
than by chance. He did not respond to other stimuli (such as shapes, animal faces,
or scary stimuli). A brain scanner showed that his amygdala became activated when
he was presented with emotional faces but not with faces showing neutral expres-
sions. Thus his amygdala might have processed the faces’ emotional content despite
his lack of awareness. This raises the intriguing question of whether the patient
was “seeing” the faces; it also may help illuminate how visual information reaches
the amygdala when primary visual areas are damaged.

blindsight A condition in which people who
are blind have some spared visual capacities

in the absence of any visual awareness.
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FIGURE 4.14 Areas of Awareness A cen-
tral theme emerging from cognitive neuro-
science is that awareness of different aspects
of the world is associated with functioning in
different parts of the brain. This simplified dia-
gram indicates major areas of awareness.

GLOBAL WORKSPACE The global workspace model posits that consciousness arises
as a function of which brain circuits are active (Baars, 1988; Dehaene et al., 2006).
That is, you experience your brain regions’ output as conscious awareness.
Studying people with brain injuries, who are sometimes unaware of their deficits,
supports this idea. For instance, a person who has vision problems caused by an
eye injury will know about those problems because the brain’s visual areas will
notice something is wrong. But if that same person then suffers damage to the
brain’s visual areas so that they stop delivering output, the person may have no
visual information to consider and thus will not be aware of vision problems. Of
course, if the person suddenly becomes blind, as did the doctor described above,
that person will know he or she cannot see. But a person who loses part of the
visual field because of a brain injury tends not to notice the gap in visual experi-
ence. This tendency appears with hemineglect, for example (see Figure 3.27).
A hemineglect patient is not aware of missing part of the visual world. In one
patient’s words, “I knew the word ‘neglect’ was a sort of medical term for what-
ever was wrong but the word bothered me because you only neglect something
that is actually there, don'’t you? If it’s not there, how can you neglect it?” (Halligan &
Marshall, 1998). Jeffrey Cooney and Michael Gazzaniga (2003) explain this phe-
nomenon by arguing that the left hemisphere interpreter can make sense only of
available information, so even though normally sighted people might find the
hemineglect patients’ attitude bizarre, the hemineglect patients see their particular
limited visual states as perfectly normal. The hemineglect patients’ unawareness of
their visual deficits supports the idea that consciousness arises through the brain
processes active at any point in time.

Prefrontal Frontal motor Parietal lobe
cortex cortex

“l understand “I’'m all about “I’m aware
plans.” movement.” of %ace.”

Temporal lobe Occipital lobe
“| see and hear “l see things.”
things.”
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Most importantly, the global workspace model presents no single area of the
brain as responsible for general “awareness.” Rather, different areas of the brain
deal with different types of information, and each of these systems in turn is
responsible for conscious awareness of its type of information (FIGURE 4.14). From
this perspective, consciousness is the mechanism that is actively aware of infor-
mation and that prioritizes what information we need or want to deal with at
any moment.

SUMMING UP

How Is the Conscious Mind Experienced?

Although the relationship between the physical brain and consciousness has been
debated at least since Descartes’ time, psychological scientists have developed
methods of assessing both the contents and the variations of consciousness.
Consciousness refers to a person’s experience of the world, including thoughts and
feelings. The brain gives rise to consciousness by bringing multiple systems’ activ-
ities together in a global workspace. Most brain activities do not rise to the level
of consciousness, but these unconscious processes influence behaviour.

MEASURING UP

1. Which of the following statements are correct, according to our understand-
ing of consciousness? Choose as many as apply.
a. The presence of consciousness is one of the main ways we can distin-
guish between humans’ thoughts and nonhuman animals’ thoughts.
b. Brain research shows that some people in comas have higher brain
activity levels than others.
c. The contents of consciousness cannot be labelled.
. Any biological process can be made conscious through effortful processing.
Our behaviours and thoughts are affected by some events about which
we have no conscious knowledge.
Consciousness is subjective.
. Without brain activity, there is no consciousness.
. People in comas may differ in levels of consciousness.
. People are either conscious or unconscious; there is no middle ground.

o a

- 5TQ -

2. In a split-brain patient, the left hemisphere interpreter
a. explains what to do when the patient does not understand
instructions
b. translates from one language to another until the patient understands
what is being said
c. makes sense of actions directed by the right hemisphere
d. uses language to direct the right hemisphere’s activities.

What Is Sleep?

At regular intervals, the brain does a strange thing—it goes to sleep. A com-
mon misperception is that the brain shuts itself down during sleep and no longer
processes information from the external world; nothing could be further from the
truth. Many brain regions are more active during sleep than during wakefulness. It
is even possible that some complex thinking, such as working on difficult problems,

LEARNING OBJECTIVES
List and describe the stages of
sleep.

Explain why we sleep and dream.

What Is Sleep?
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occurs in the sleeping brain (Walker & Stickgold, 2006). In one study, people had
to learn a task at which they would slowly get better with practice. Unbeknownst
to the participants, a hidden rule existed that, once discovered, would lead to much
better performance. The participants proved more likely to figure out the rule after
sleep than after a comparable period of wakefulness, independent of the time of day
(Wagner, Gals, Haider, Verleger, & Born, 2004).

During sleep, the brain is still active. The conscious experience of the outside
world is largely turned off, but to some extent people remain aware of their sur-
roundings, as when sleeping parents sense their baby rustling in the crib. Given that
most animals sleep and that humans cannot go without sleep for more than a few
days, most researchers believe sleep serves some important (but so far unknown)
biological purpose.

The average person sleeps around eight hours per night, but individuals differ
tremendously in the number of hours they sleep. Infants sleep most of the day, and
people tend to sleep less as they age. According to Statistics Canada (Hurst, 2008),
those with higher incomes tend to sleep the least, perhaps because they sacrifice
sleep for career. Canadian women sleep an average of 11 minutes longer than
Canadian men. Throughout the world, some adults report needing 9 or 10 hours
of sleep a night to feel rested, whereas others report needing only an hour or two
a night. When a 70-year-old retired nurse, Miss M., reported sleeping only an hour
a night, researchers were skeptical. On her first two nights in a research laboratory,
Miss M. was unable to sleep, apparently because of the excitement. But on her third
night, she slept for only 99 minutes, then awoke refreshed, cheerful, and full of
energy (Meddis, 1977).You might like the idea of sleeping so little and having all
those extra hours of spare time, but most of us do not function well on so little
sleep. And as discussed in later chapters, sufficient sleep is important for memory

and good health.

Sleep Is an Altered State of Consciousness

The difference between being awake and being asleep has as much to do with con-
scious experience as with biological processes. When you sleep, you are not con-
scious, but your brain still processes information and, to some extent, remains aware
of your environment. Your mind is at work, analyzing potential dangers, control-
ling bodily movements, and shifting body parts to maximize comfort. For this
reason, people who sleep next to children or to pets tend not to roll over onto
them. Nor do most people fall out of bed while sleeping—in this case, the brain
is aware of at least the edges of the bed. (Because the ability to not fall out of bed
when asleep is learned or perhaps develops with age, infant cribs have side rails
and young children may need bed rails when they transition from crib to bed.)

Before the development of objective methods to assess brain activity, most
people believed the brain went to sleep along with the rest of the body. Invented
in the 1920s, the electroencephalograph, or EEG, a machine that measures the brain’s
electrical activity (see Chapter 2, “Research Methodology™), revealed that a lot
goes on in the brain during sleep. When people are awake, their brains’ neurons
are extremely active, as evidenced by short, frequent, desynchronized brain sig-
nals known as beta waves (shown in FIGURE 4.15). When people close their eyes
and relax, brain activity slows and becomes more synchronized, a pattern that
produces alpha waves.

STAGES OF SLEEP Sleep occurs in stages, as evidenced by changes in EEG read-
ings (see Figure 4.15). As you drift off to sleep, you enter stage 1, characterized by
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theta waves, from which you can be aroused easily. Indeed, if awakened you will prob-
ably deny that you were sleeping. In this light sleep, you might see fantastical images
or geometric shapes; you might have the sensation that you are falling or that your
limbs are jerking. As you progress to stage 2, your breathing becomes more regu-
lar, and you become less sensitive to external stimulation.You are now really asleep.
Although the EEG would continue to show theta waves, it would also show occa-
sional bursts of activity called sleep spindles and large waves called k-complexes. Some
researchers believe that these are signals from brain mechanisms involved with
shutting out the external world and keeping people asleep (Steriade, 1992). Two
findings—that abrupt noise can trigger k-complexes; and that as people age and
sleep lighter, their EEGs show fewer sleep spindles—indicate that the brain must
work to maintain sleep.

The progression to deep sleep occurs through stages 3 and 4, which are marked
by large, regular brain patterns called delta waves. This period is often referred to as
slow-wave sleep. People in slow-wave sleep are very hard to wake and often very
disoriented when they do wake up. However, people still process some informa-
tion in stage 4, as the mind continues to evaluate the environment for potential
danger. Parents in stage 4 can be aroused by their children’s cries, for example, but
blisstully ignore sounds, such as sirens or traffic noise, louder than the crying
children.

REM SLEEP After about 90 minutes of sleep, a peculiar thing happens. The sleep
cycle reverses, returning to stage 3 and then to stage 2. At this point, the EEG
suddenly shows a flurry of beta wave activity that usually indicates an awake, alert
mind. The eyes dart back and forth rapidly beneath closed eyelids, and for these
rapid eye movements this stage is called REM sleep. It is sometimes called paradoxical
sleep because of the paradox of a sleeping body with an active brain. Indeed, some
neurons in the brain, especially in the occipital cortex and brain stem regions, are
more active during REM sleep than during waking hours. But while the brain is

FIGURE 4.15 Brain Activity during
Sleep Using an EEG, researchers measured
these examples of the patterns of electrical
brain activity during different stages of normal
sleep.

REM sleep The stage of sleep marked by
rapid eye movements, dreaming, and paralysis
of motor systems.

What Is Sleep? 157



active during REM episodes, most of the body’s muscles are paralyzed. At the same
time, the body shows signs of genital arousal: Most males of all ages develop erec-
tions, and most females of all ages experience clitoral engorgement.

REM sleep is psychologically significant because about 80 percent of the time
when people are awakened during REM sleep, they report dreaming, compared
with less than half of the time during non-REM sleep (Solms, 2000). As discussed
further below, the dreams differ between these two types of sleep.

Over the course of a typical night’s sleep, the cycle repeats, as the sleeper pro-
gresses from slow-wave sleep through to REM sleep, then back to slow-wave sleep
and through to REM sleep (FIGURE 4.16). As morning approaches, the sleep cycle
becomes shorter, and the sleeper spends relatively more time in REM sleep. People
briefly awaken many times during the night but do not remember these awaken-
ings in the morning. As people age, they sometimes have more difficulty going back
to sleep after awakening.

SLEEP DISORDERS According to an old joke, when someone says, “I slept like a
baby,” it must mean waking up every few hours feeling miserable and unable to get
back to sleep. Sleep problems are relatively common throughout life; about half the
population reports difficulty getting to sleep or staying asleep. Even though nearly
everyone has occasional sleep difficulties, for some people the inability to sleep

insomnia A disorder characterized by an causes significant problems in their daily lives. Insomnia is a sleep disorder in which
inability to sleep. people’s mental health and ability to function are compromised by their inability to
sleep. Indeed, chronic insomnia is associated with diminished psychological well-

Real World being, including feelings of depression (Hamilton et al., 2007). It is estimated that
(PSYCHOLOGY 3.3 million Canadians experience problems with insomnia (Tjepkema, 2005). In a

large study that followed Quebec residents for one year, researchers found that just

under one-third of people experienced occasional symptoms of insomnia whereas
7.4 percent met all diagnostic criteria for insomnia. Those who were most anx-
ious and depressed at the beginning of the study were most likely to develop
chronic insomnia (LeBlanc et al., 2009). In a three-year longitudinal study con-
ducted in Quebec, nearly half of those with insomnia at the beginning of the study
still had it after three years (Morin et al., 2009). One factor that complicates the
estimation of how many people have insomnia is that many people who believe
they are poor sleepers overestimate how long it takes them to fall sleep and often
underestimate how much sleep they get on a typical night. For instance, some peo-
ple experience pseudoinsomnia, in which they basically dream they are not sleeping.
Their EEGs would indicate sleep, though if you roused them they would claim to
have been awake.

FIGURE 4.16 Stages of Sleep This chart Consciously awake 1 |
illustrates the normal stages of sleep over the REM __
course of the night. Stage 1 —_
Stage 3
0 1 2 3 4 5 6 7 8

Hours of sleep

158 = CHAPTER 4: The Mind and Consciousness



In an odd twist, a major cause of insomnia is worrying about sleep. People may
be tired, but when they lie down they worry about whether they will get to sleep
and may even panic about how a lack of sleep will affect them the next day. This
anxiety leads to heightened arousal, which interferes with normal sleep patterns.
To overcome these eftects, many people take sleeping pills, which may work in the
short run but can cause significant problems down the road. People may come to
depend on the pills to help them sleep. If so and if they do not take the pills, they
may lie awake wondering whether they can get to sleep on their own. Recent
research at Université Laval demonstrates that the preferred treatment for insom-
nia is cognitive-behavioural therapy (CBT, discussed in Chapter 15, “Treatment of
Psychological Disorders”), which helps people overcome their worries about sleep.
According to this research, the most successful approach is combined drug and CBT
therapy, with the drugs discontinued before the end of therapy (Morin et al., 2009).
Other factors that contribute to insomnia include poor sleeping habits (ways to
improve sleeping habits are listed in TABLE 4.1).
Another fairly common sleeping problem is sleep apnea, a disorder in which  sleep apnea A disorder in which a person
a person stops breathing for temporary periods while asleep, resulting in a loss of ~ stops breathing while asleep.
oxygen and sleep disruption. Sleep apnea is most common among middle-aged men
and is often associated with obesity (Spurr, Graven, & Gilbert, 2008). People with
sleep apnea are often unaware of their condition since the main symptom is loud
snoring and they do not remember their frequent awakenings during the night.
Yet chronic apnea causes people to have poor sleep, which is associated with day-
time fatigue and even problems such as inability to concentrate while driving. For
serious cases, physicians often prescribe a breathing device that, during sleep, blows
air into the person’s nose or nose and mouth (FIGURE 4.17).
A student who falls asleep during a lecture is likely sleep deprived, but a professor
who falls asleep while lecturing is probably experiencing an episode of narcolepsy, = narcolepsy A sleep disorder in which people
a disorder in which excessive sleepiness occurs during normal waking hours. During ~ fall asleep during normal waking hours.

Table 4.1 How to Develop Good Sleeping Habits

1. Establish a routine to help set your biological clock: Every day, including weekends, go to "ir
bed at the same time and wake up at the same time. Changing the time you go to bed or Real Orld
wake up each day can alter your regular nightly sleep cycle and/or disrupt other PSYCHOLOGY

physiological systems.

2. Never consume alcohol or caffeine just before going to bed. Alcohol might help you get to
sleep more quickly, but it will interfere with your sleep cycle and most likely cause you to
wake up early the next day.

3. Regular exercise will help maintain your sleep cycle. However, exercising creates arousal
that interferes with sleep, so do not exercise right before going to bed.

4. Do not spend time in your bed reading, eating, or watching television. Your mind needs to
associate your bed with sleeping.

5. Relax. Do not worry about the future. Have a warm bath or listen to soothing music.
Relaxation techniques—such as imagining you are on the beach, with the sun shining on
your back and radiating down your hands—may help you deal with chronic stress.

6. When you cannot fall asleep, get up and do something else. Do not lie there trying to force
sleep. One sleepless night will not affect you very much, and worrying about the effects of
not sleeping will only make it more difficult to sleep.

7. When you have trouble falling asleep on a particular night, do not try to make up for the lost
sleep by sleeping late the next morning or napping during the day. You want to be sleepy
when you go to bed at night, and sleeping late and/or napping will disrupt your sleep cycle.
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FIGURE 4.17 Sleep Apnea A continuous
positive airway pressure (CPAP) device blows
air to keep a sleep apnea patient’s throat
open.

an episode of narcolepsy, a person may experience the muscle paralysis that accom-
panies REM sleep, perhaps causing him or her to go limp and collapse. Obviously,
people with narcolepsy—an estimated 1 in 2,000 people—have to be very care-
ful about the activities they engage in during the day, as unexpectedly falling asleep
can be dangerous or fatal depending on the surroundings. Evidence suggests that
narcolepsy is a genetic condition that affects the neural transmission of a specific
neurotransmitter in the hypothalamus (Chabas, Taheri, Renier, & Mignot, 2003;
Nishino, 2007).The most widely used treatments for this condition are drugs such as
the stimulant modafinil. However, Swiss researchers have found evidence that nar-
colepsy is an autoimmune disorder and that treating it as such (using immunoglob-
ulin) produces excellent results (Cvetkovic-Lopes et al., 2010).

A sleep disorder that is roughly the opposite of narcolepsy is REM behaviour
disorder, in which the normal paralysis that accompanies REM sleep is disabled so
that people act out their dreams while sleeping, often striking their sleeping part-
ners. This rare disorder is caused by a neurological deficit and is most often seen
in elderly males.

Unlike REM behaviour disorder, sleepwalking is a relatively common behav-
iour that occurs during stage 4 sleep. Technically called somnambulism, sleepwalk-
ing is most common among young children and typically occurs within the first
hour or two after falling asleep. During an episode, the person is glassy-eyed
and seems disconnected from other people and/or the surroundings. No harm is
done if the sleepwalker wakes up during the episode. Being gently walked back to
bed is safer for the sleepwalker than being left to wander around and potentially
get hurt.

Sleep Is an Adaptive Behaviour

In terms of adaptiveness, sleep might seem illogical. Tuning out the external world
during sleep can be dangerous and thus a threat to survival. Beyond that, humans
might have advanced themselves in countless ways if they had used all their time
productively rather than wasting it by sleeping. But people cannot override indef-
initely the desire to sleep; the body shuts down whether we like it or not. Why do
we sleep? Sleep must do something important, because many animals sleep, even
if they have peculiar sleeping styles. (For example, some dolphin species have uni-
hemispherical sleep, in which the cerebral hemispheres take turns sleeping. Although
it used to be assumed that all animals sleep, evidence indicates that some animals,
such as some frogs, never exhibit a state that can be considered sleep [Siegel, 2008].)
Researchers have proposed three general explanations for sleep’s adaptiveness: restora-
tion, circadian cycles, and facilitation of learning.

RESTORATION AND SLEEP DEPRIVATION According to the restorative theory,
sleep allows the brain and body to rest and to repair themselves. Various kinds of
evidence support this theory: Released during deep sleep, growth hormone
facilitates the repair of damaged tissue. After people engage in vigorous physical
activity, such as running a marathon, they generally sleep longer than usual. Sleep
apparently allows the brain to replenish glycogen stores and strengthen the
immune system (Hobson, 1999).

Numerous laboratory studies have examined sleep deprivation’s effects on phys-
ical and cognitive performance. Surprisingly, most studies find that two or three days
of sleep deprivation have little effect on strength, athletic ability, or the perform-
ance of complex tasks. In a brain imaging study, sleep-deprived people showed
increased activation of the prefrontal cortex, a finding that suggests some brain
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regions may compensate for sleep deprivation’s effects (Drummond et al., 2000).
However, sleep-deprived people find it difficult to perform quiet tasks (such as read-
ing) and nearly impossible to perform boring or mundane tasks.

Eventually, over a long period, sleep deprivation causes mood problems and
decreases cognitive performance. People who suffer from chronic sleep deprivation—
including many university students!—may experience attention lapses and reduced
short-term memory. Studies using rats have found that extended sleep deprivation
compromises the immune system and leads to death. Sleep deprivation is also dan-
gerous and potentially disastrous because it makes people prone to microsleeps, in
which they fall asleep during the day for periods ranging from a few seconds to a
minute (Coren, 1996).

Sleep deprivation might serve one very useful purpose, however: helping peo-
ple overcome depression. Consistent evidence has emerged over the past decade
demonstrating that depriving depressed people of sleep sometimes alleviates their
depression. This effect appears to occur because sleep deprivation leads to increased
activation of serotonin receptors, as do drugs used to treat depression (Benedetti
et al., 1999). For people who are not depressed, however, sleep deprivation is more
likely to produce negative moods than positive ones.

CIRCADIAN RHYTHMS Brain and other physiological processes are regulated into
patterns known as circadian rhythms (circadian roughly translates to “about a day”).
For example, body temperature, hormone levels, and sleep/wake cycles operate
according to circadian rhythms. A kind of biological clockwork, circadian rhythms
are controlled by the cycles of light and dark, although human and nonhuman
animals continue to show these rhythms when light cues are removed.

The circadian rhythm theory proposes that sleep has evolved to keep animals
quiet and inactive during times of the day when there is greatest danger, usu-
ally when it is dark. According to this theory, animals need only a limited amount
of time each day to accomplish the necessities of survival, and it is adaptive for
them to spend the remainder of the time inactive, preferably hidden.
Accordingly, an animal’s typical amount of sleep depends on how much time
that particular animal needs to obtain food, how easily it can hide, and how vul-
nerable it is to attack. Small animals tend to sleep a lot. Large animals vulnera-
ble to attack, such as cows and deer, sleep little. Large predatory animals that are
not vulnerable sleep a lot (FIGURE 4.18). Humans depend greatly on vision for
survival, and they adapted to sleeping at night because the lack of light increased
the dangers around them.

FACILITATION OF LEARNING Scientists have also proposed that sleep is important
because it is involved in the strengthening of neural connections that serve as the
basis of learning. The general idea is that circuits wired together during the waking
period are consolidated, or strengthened, during sleep (Wilson & McNaughton,
1994). Robert Stickgold and colleagues (2000) conducted a study in which partic-
ipants had to learn a complex task. After finding that participants improved at the
task only if they had slept for at least six hours following training, the researchers
argued that learning the task required neural changes that normally occur only dur-
ing sleep. Both slow-wave sleep and REM sleep appear to be important for learn-
ing to take place, but evidence indicates that people are especially likely to perform
better it they dream about the task while sleeping. In a study, participants learned
how to run a complex maze. Those who then slept for 90 minutes went on to per-
form better on the maze. Those who dreamed about the maze, however, performed
much better (Wamsley et al., 2010). Indeed, a study of Trent University students

microsleeps Brief, unintended sleep
episodes, ranging from a few seconds to a
minute, caused by chronic sleep deprivation.

circadian rhythms The regulation of
biological cycles into regular patterns.

FIGURE 4.18 Sleeping Predator After a
fresh kill, a lion may sleep for days.
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Hypothalamus  Pineal gland

FIGURE 4.19 The Pineal Gland The bio-
logical clock signals the pineal gland to
secrete melatonin, which affects bodily states
related to being tired.

dreams The product of an altered state of
consciousness in which images and fantasies
are confused with reality.

found they experienced more REM sleep during exam periods, when a greater
mental consolidation of information might be expected to take place (Smith &
Lapp, 1991). The argument that sleep, especially REM sleep, promotes develop-
ment of brain circuits for learning is also supported by the changes in sleep pat-
terns that occur over the life course. Infants and the very young, who learn an
incredible amount in a few years, sleep the most and also spend the most time in
REM sleep.

Findings linking sleep to learning should give caution to students whose
main style of studying is the all-nighter. In one recent study, students who were
sleep deprived for one night showed reduced activity the next day in the hip-
pocampus, a brain area essential for memory (Yoo et al., 2007; see Figure 3.24).
These sleep-deprived students also showed poorer memory at subsequent test-
ing. According to the investigators, substantial evidence shows that sleep not
only is essential for consolidating memories but also seems to prepare the
brain for its memory needs for the next day. (For a further discussion of why the
all-nighter is an inefficient way to learn, see Chapter 7,“Attention and Memory.”)

Sleep and Wakefulness Are Regulated
by Multiple Neural Mechanisms

Multiple neural mechanisms are involved in producing and maintaining circadian
rhythms and sleep. A tiny structure in the brain called the pineal gland (FIGURE 4.19)
secretes melatonin, a hormone that travels through the bloodstream and aftects var-
ious receptors in both the body and the brain. Bright light suppresses the produc-
tion of melatonin, whereas darkness triggers its release. Researchers recently have
noted that taking melatonin can help people cope with jet lag and shift work, both
of which interfere with circadian rhythms. Taking melatonin also appears to help
people fall asleep, although it is unclear why this happens.

Researchers have identified a gene that influences sleep (Koh et al., 2008).
Called SLEEPLESS, this gene regulates a protein that, like many anaesthetics,
reduces action potentials in the brain. Loss of the protein leads to an 80 percent
reduction in sleep.

BRAIN STEM AND AROUSAL Sleep is controlled by brain mechanisms that pro-
duce alterations in states of arousal. In 1949, Giuseppe Moruzzi of Italy and Horace
Magoun of the United States found that stimulating the reticular formation in the
brain stem leads to increased arousal in the cerebral cortex. If you cut the fibres
from the reticular formation to the cortex, animals fall asleep and stay asleep until
they die. Accordingly, Moruzzi and Magoun proposed that low levels of activity in
the reticular formation produce sleep, and high levels lead to awakening,.

If the reticular formation triggers arousal, what triggers sleep? Some evidence
suggests that the basal forebrain, a small area just in front of the hypothalamus, is
involved in inducing non-REM sleep. Neurons in this area become more active
during non-REM sleep, and any lesion in the area will lead to insomnia. Once
activated, the region sends inhibitory signals to the reticular formation, thereby
reducing arousal and triggering sleep.

People Dream while Sleeping

Because dreams are the products of an altered state of consciousness, dreaming is
one of life’s great mysteries. Why does the sleeper’s mind conjure up images,
fantasies, stories that make little sense, scenes that ignore physical laws and rules of
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both time and space? Why does it confuse these conjurings with \

reality? Why does it sometimes allow them to scare the dream-
er awake? Usually, only when people wake up do they realize
they have been dreaming. Some people claim not to remem-
ber their dreams, but everyone dreams unless a particular kind
of brain injury or a particular kind of medication gets in the
way. Indeed, the average person spends six years of his or her
life dreaming. If you want to remember your dreams better, you
can teach yourself to do so: Keep a pen and paper or a voice
recorder next to your bed so you can record your dreams as
soon as you wake up. If you wait, you likely will forget most
of them.

Dreams occur in REM and non-REM sleep, although the
dreams’ contents differ in the two types of sleep. Activation of dif-
ferent brain regions during REM and non-REM sleep may be
responsible for the different types of dreams. REM dreams are more likely to be bizarre,
involving intense emotions, visual and auditory hallucinations (but rarely taste, smell,
or pain), illogical contents, and an uncritical acceptance of events. Non-REM dreams
are often very dull, about mundane activities such as deciding what clothes to wear
or taking notes in class (FIGURE 4.20).

When researchers first noticed rapid eye movements, in the 1950s, they believed
dreams were mainly a product of REM sleep. Initially, they dismissed non-REM
dreams as trivial or as based on faulty recollection. We now know that REM sleep
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Pons during REM sleep.
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formation flow increases

during REM sleep.

Non-REM dreams are often dull
and about mundane activities.

REM dreams are often bizarre
and full of intense emotion.

“Look, don'’t try to weasel out of this. It was my dream,
but you had the affair init.”

FIGURE 4.20 Brain Regions Stimulated
during Dreams
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manifest content The plot of a dream; the
way a dream is remembered.

latent content What a dream symbolizes, or
the material that is disguised in a dream to
protect the dreamer.

activation-synthesis hypothesis A theory
of dreaming that proposes that neural stimu-
lation from the pons activates mechanisms
that normally interpret visual input.

can occur without dreaming and that dreams can occur without REM sleep.
Moreover, REM and dreaming appear to be controlled by different neural signals
(Solms, 2000), so REM might be linked with dreams’ contents rather than pro-
ducing the dream state. REM dreams’ contents result from activation of brain struc-
tures associated with motivation, emotion, and reward along with activation of visual
association areas. The brain’s emotion centres and visual association areas interact
without self-awareness, reflective thought, or conscious input from the external
world. Of course, dreams sometimes incorporate external sounds or other sensory
experiences, but this happens without the type of consciousness experienced during
wakefulness.

WHAT DO DREAMS MEAN? Sigmund Freud, in one of the first major theories of
dreams, argued that dreams contain hidden content that represents unconscious
conflicts. According to Freud, the manifest content is the dream the way the
dreamer remembers it, whereas the latent content is what the dream symbolizes,
or the material disguised to protect the dreamer. Virtually no support exists for
Freud’s ideas that dreams represent hidden conflicts and that objects in dreams
have special symbolic meanings. However, daily life experiences do influence
dreams’ contents. For example, you may be especially likely to have anxiety dreams
while studying for exams.

Some dreams have thematic structures, in that they unfold as events or stories
rather than as jumbles of disconnected images, but such structures apparently hold
no secret meanings. Most people think their dreams are uniquely their own, but
many common themes occur in dreams. Have you ever dreamed about showing
up for an exam and being unprepared or finding that you are taking the wrong
test? Many people in university have dreams like these. Even after you graduate
and no longer take exams routinely, you likely will have similar dreams about being
unprepared. Retired professors sometimes dream about being unprepared to teach
classes!

ACTIVATION-SYNTHESIS HYPOTHESIS In the 1980s, the sleep researcher Alan
Hobson proposed a model that has dominated scientific thinking about dreaming.
According to Hobson’s activation-synthesis hypothesis, random neural stimulation
can activate mechanisms that normally interpret visual input. The sleeping mind tries
to make sense of the resulting activity in visual and motor neurons by synthesizing
it with stored memories. From this perspective, dreams are epiphenomenal—the side
effects of mental processes. In 2000, Hobson and his colleagues revised the
activation-synthesis model to take into account recent findings in cognitive
neuroscience. For instance, they included amygdala activation as the source of
dreams’ emotional content, and they proposed that deactivation of the frontal
cortices contributes to dreams’ delusional and illogical aspects. By its nature, the
activation-synthesis hypothesis is concerned more with REM dreams than with
non-REM ones. Critics of Hobson’s theory argue that dreams are seldom as
chaotic as might be expected if they were based on random eye movements
(Dombhoft, 2003). Indeed, most dreams are fairly similar to waking life, albeit with
some strange features as described earlier.

EVOLVED THREAT-REHEARSAL STRATEGIES The Finnish neuroscientist Antti
Revonsuo (2000) has proposed an evolutionary account wherein dreams some-
times simulate threatening events to allow people to rehearse coping strategies. In
providing individuals with solutions to adaptive problems, dreaming would help the
human species survive and reproduce and thus might be the result of evolution.
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That the majority of dreams reported by people involve negative emotions, such
as fear and anxiety, supports the evolved threat-rehearsal theory. In addition, peo-
ple tend to dream about threats in their lives and to have nightmares about even
long-past traumas. Moreover, dreaming is associated with the activation of limbic
structures, such as the amygdala, that are activated by real dangers.

SUMMING UP
What Is Sleep?

Almost all animals experience sleep, an altered state of consciousness in which
the sleeper loses most contact with the external world. Sleep’s several stages can
be identified through different patterns on EEG recordings. REM sleep and non-
REM sleep differ, and different neural mechanisms produce each type, although
the brain stem figures prominently in the regulation of sleep/wake cycles. Dreams
occur in REM sleep and non-REM sleep, but the dreams’ contents differ between
the types. This variation may be due to differential activation of brain structures
associated with both emotion and cognition. Theories have been proposed to
explain why sleeping and dreaming happen, but the biological functions of both
sleeping and dreaming are unknown.

MEASURING UP

1. When people sleep,
a. the brain shuts down so it can rest
b. brain activity goes through several cycles of different stages, and each
stage has its own characteristic pattern of brain waves
c. the brain goes into a random pattern of firing that causes dreaming—
dreaming is the left hemisphere interpreter making sense of brain
activity
d. REM sleep occurs continuously throughout the sleep period as different
types of brain waves determine how deeply we sleep
2. Select the hypothesized reasons why we dream. Select as many as
apply.
a. Dreams get rid of excessive energy that accumulates throughout
the day.
b. Dreams are a way of making sense of neural firing patterns.
c. Dreams allow us to rehearse coping strategies for anxiety-producing
events.
d. Dreams help us forget information we no longer need to remember.
e. Dreams restore natural brain waves to their original state.

What Is Altered Consciousness?

A person’s consciousness varies naturally over the course of the day. Often this vari-
ation is due to the person’s actions. Watching television might encourage the per-
son’s mind to zone out, whereas learning to play a piece on the piano might focus
the person’s attention. Unusual subjective experiences, diminished or enhanced lev-
els of self~awareness, and disturbances in a person’s sense of control over physical
actions are associated with alfered states of consciousness. Discussed below are altered
states of consciousness such as hypnosis, meditation, and immersion in an action.

LEARNING OBJECTIVE

Understand how different states of
consciousness influence behaviour.

What Is Altered Consciousness?
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hypnosis A social interaction during which
a person, responding to suggestions,
experiences changes in memory, perception,
and/or voluntary action.
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Hypnosis Is Induced through Suggestion

As part of an act, a stage performer or magician might hypnotize audience mem-
bers and instruct them to perform silly behaviours, such as making animal noises.
Has this hypnotist presented a real change in mental state or just good theatre? The
essential question regarding hypnosis is: What exactly is hypnosis? Hypneosis involves
a social interaction during which a person, responding to suggestions, experiences
changes in memory, perception, and/or voluntary action (Kihlstrom, 1985;
Kihlstrom & Eich, 1994). Psychological scientists generally agree that hypnosis
affects some people, but they do not agree on whether it produces a genuinely
altered state of consciousness. During a hypnotic induction, the hypnotist makes a
series of suggestions to at least one person, such as ““You are becoming sleepy,”*“Your
eyelids are drooping,”*“Your arms and legs feel very heavy”” As the person falls more
deeply into the hypnotic state, the hypnotist makes more suggestions, such as “You
cannot move your right arm,” “You feel warm,” “You want to bark like a dog.” It
everything goes according to plan, the person follows all the suggestions as though
they are true (so the person really barks like a dog, for example).

Sometimes the hypnotist suggests that, after the hypnosis session, the person will
experience a change in memory, perception, or voluntary action. Such a post-
hypnotic suggestion 1s usually accompanied by the instruction to not remember the
suggestion. For example, a stage performer or magician serving as a hypnotist might
suggest, much to the delight of the audience, “When I say the word dog, you will
stand up and bark like a dog. You will not remember this suggestion.” Therapists
sometimes hypnotize patients and give them post-hypnotic suggestions to help
them diet or quit smoking, but evidence suggests that hypnosis has quite modest
effects on these behaviours. Evidence clearly indicates, however, that like uncon-
scious stimuli, post-hypnotic suggestions can at least subtly influence behaviours.

Consider a study of moral judgment conducted by Americans Thalia Wheatley
and Jonathan Haidt (2005), in which subjects received a post-hypnotic suggestion to
feel a pang of disgust whenever they read a certain word, which itself was neutral
(e.g., the word offen). Subsequently, subjects made more-severe moral judgments when
reading stories that contained the word, even when the story was innocuous. Like
split-brain patients, the subjects were surprised by their reactions and sometimes made
up justifications for their harsh ratings, such as saying that the lead character seemed
“up to something.” This behaviour suggests that the left hemisphere interpreter might
be involved in people’s understanding their own behaviour, when that behaviour
results from post-hypnotic suggestion or other unconscious influence.

To the extent that hypnosis works, it relies mostly on the person being hypno-
tized rather than the hypnotist: Most of us could learn to hypnotize other people,
but most of us cannot be hypnotized. Why not? Hypnosis works primarily for peo-
ple who are highly suggestible; in fact, standardized tests exist for hypnotic sug-
gestibility (Kallio & Revonsuo, 2003). What does it mean to be the approximately
1 in 5 people who is highly suggestible? Researchers have a hard time identifying
the personality characteristics of people who can or cannot be hypnotized.
Suggestibility seems related less to obvious traits such as intelligence and gullibil-
ity than to the tendencies to get absorbed in activities easily, to not be distracted
easily, and to have a rich imagination (Baltharzard & Woody, 1992; Crawford et al.,
1996; Silva & Kirsch, 1992). Furthermore, a person who dislikes or finds frighten-
ing the idea of being hypnotized would likely not be hypnotized easily. To be hyp-
notized, a person must go along with the hypnotist’s suggestions willingly. No
reliable evidence indicates that people will do things under hypnosis that they find
immoral or otherwise objectionable.

CHAPTER 4: The Mind and Consciousness



THEORIES OF HYPNOSIS As mentioned above, considerable controversy exists
over whether hypnosis is an altered state of consciousness (Jamieson, 2007). Some
psychological scientists believe that a person under hypnosis essentially plays the
role of a hypnotized person. That person is not faking hypnosis; rather, he or she
acts the part as if in a play—willing to perform actions called for by the “direc-
tor,” the hypnotist. According to this sociocognitive theory of hypnosis, hypnotized
people behave as they expect hypnotized people to behave, even if those expecta-
tions are faulty (Kirsch & Lynn, 1995; Spanos & Coe, 1992). Alternatively, although
it acknowledges social context’s importance to hypnosis, the dissociation theory of
hypnosis views the hypnotic state as an altered state, namely a trancelike one in
which conscious awareness is separated, or dissociated, from other aspects of con-
sciousness (Gruzelier, 2000).

It seems unlikely that a person could alter his or her brain activity to please
a hypnotist, even if that hypnotist is a psychological researcher, and numerous
brain imaging studies have supported the dissociation theory of hypnosis
(Rainville et al., 2002). In one of the earliest such studies, Harvard University’s
Stephen Kosslyn and colleagues (2000) demonstrated that when hypnotized par-
ticipants were asked to imagine black-and-white objects as containing colour,
they showed activity in visual cortex regions involved in colour perception,
whereas subjects asked to drain colour from coloured images showed diminished
activity in those same brain regions (FIGURE 4.21). This activity pattern did not
occur when participants were not hypnotized.

Another study used the Stroop test, which involves naming the colour in which
a colour’s name is printed; recall from Figure 2.18 that, for example, it takes longer
to name the colour of the word red when that word is printed in blue ink than when
it is printed in red ink. Participants took the test having received the post-hypnotic
suggestion that they would be looking at meaningless symbols instead of words. The
participants apparently followed that suggestion and therefore did not show the stan-
dard Stroop interference eftect, which is believed to result from automatic cognitive
processes that cannot be controlled (Raz et al., 2002). In a subsequent imaging study,

FIGURE 4.21 The Brain Hypnotized (a) Are hypnotized people merely playing
the part? (b) This PET image from one of Stephen Kosslyn's studies shows that
areas in the visual cortex associated with colour perception are activated more when
hypnotized participants are told to imagine colour—a finding that suggests the brain
follows hypnotic suggestions.
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FIGURE 4.22 Self-Hypnosis Advertisements

the same researchers found that their suggestion to view the words as meaningless
was associated with less activity in brain regions typically activated when people read
or perform the Stroop test. Thus these participants seem to have perceived the stim-
uli as nonwords, an alteration of brain activity that would be hard for people to
accomplish just to please a hypnotist—or a researcher (Raz et al., 2005).

HYPNOSIS FOR PAIN One of the most powerful uses of hypnosis is hypnotic
analgesia, a form of pain reduction. Laboratory research has demonstrated that this
technique works reliably (Hilgard & Hilgard, 1975; Nash & Barnier, 2008). For
instance, a person who plunges one of his or her arms into extremely cold water
will feel great pain, and the pain will intensify over time. On average, a person
can leave the arm in the water for only about 30 seconds, but a person given
hypnotic analgesia can hold out longer. As you might expect, people high in sug-
gestibility who are given hypnotic analgesia can tolerate the cold water the
longest (Montgomery et al., 2000).

Overwhelming evidence indicates that, in clinical settings, hypnosis is effec-
tive in dealing with immediate pain (e.g., from surgery, dental work, burns) and
chronic pain (e.g., from arthritis, cancer, diabetes; Patterson & Jensen, 2003).
Patients can also be taught aspects of self~-hypnosis to improve recovery from sur-
gery (FIGURE 4.22). Hypnosis may work more by changing people’s interpretations
of pain than by diminishing pain; that is, people feel the sensations associated with
pain, but they feel detached from those sensations (Price, Harkins, & Baker, 1987).
An imaging study confirmed this pattern by showing that while hypnosis does
not affect the sensory processing of pain, it reduces brain activity in regions that
process the emotional aspects of pain (Rainville et al., 1997). Findings such as these
provide considerable support for the dissociation theory of hypnosis. It seems
implausible that either expectations about hypnosis or social pressure not to feel
pain could explain, first, how people given hypnotic analgesia are able to under-
go painful surgery and not feel it, and, second, why hypnosis leads to differential
brain activation during the experience of pain.

promote the idea that people can use self-hypnosis to
POWER YOUR MIND

recover from surgery.
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Meditation Produces Relaxation

With a growing awareness of difterent cultural and religious practices and alterna-
tive approaches to medicine, people in the West have become more interested in
examining Eastern techniques, including acupuncture and meditation. Different
forms of meditation are popular in many Eastern religions, including Hinduism,
Buddhism, and Sikhism. Meditation is a mental procedure that focuses attention on
an external object or on a sense of awareness. Through intense contemplation, the
meditator develops a deep sense of calm tranquility. Mark Leary (2004) of Duke
University notes that one goal of meditation is to quiet the internal voices we expe-
rience as we go through the day or as we try to sleep. Do you ever find that while
you are trying to concentrate on a lecture or carry on a conversation an inner voice
keeps interrupting you, perhaps reminding you of things you need to do or won-
dering what the other person thinks of you? A common cause of sleeplessness is that
this inner voice chatters about worries and concerns that the person would prefer
to forget so that he or she can sleep. During meditation, people learn to calm this
inner voice, sometimes by simply letting it continue without paying attention to it.

There are two general forms of meditation. In concentrative meditation, you focus
attention on one thing, such as your breathing pattern, a mental image, or a spe-
cific phrase (sometimes called a mantra). In mindfulness meditation, you let your
thoughts flow freely, paying attention to them but trying not to react to them.You
hear the contents of your inner voice, but you allow them to flow from one topic
to the next without examining their meaning or reacting to them in any way. Why
not take a break from reading and try one of these methods?

Do you feel more relaxed? Meditation aims to help people achieve a deep state
of relaxation so they can deal with the tensions and stresses in their lives. Although
religious forms of meditation are meant to bring spiritual enlightenment, most
forms of meditation popular in the West are meant to expand the mind and bring
about feelings of inner peace. These methods include Zen, yoga, and transcendental
meditation, or TM, the third of which is perhaps the best known meditation pro-
cedure. TM involves meditating with great concentration for 20 minutes twice a
day. Many early studies found benefits from TM, such as reduced blood pressure,
decreased reports of stress, and changes in the hormonal responses underlying stress.
However, these studies have been criticized because they had small samples and
lacked appropriate control groups. In a more rigorous recent study, a large num-
ber of heart patients were randomly assigned to TM or an educational program.
After 16 weeks, the patients performing TM improved more than the control group
on a number of health measures, such as blood pressure, blood lipids, and insulin
resistance (Paul-Labrador et al., 2006). Unfortunately, this study does not show
which aspects of TM produced the health benefits. Was it simply relaxing, or was
it the altered state of consciousness? If you were a heart patient, of course, you would
not care which aspect of TM helped you improve. (As discussed in Chapter 10,
“Health and Well-Being,” reducing stress, no matter how it is done, yields substan-
tial health benefits.)

Psychological scientists also study how meditation affects cognitive processing and
brain function (Cahn & Polich, 2006). After only five days of intensive meditation
training, randomly assigned subjects showed both significant improvements in atten-
tion and stress reductions, compared with a group completing relaxation training (Tang
et al., 2007). Using tMRUI, researchers scanned participants in an intensive eight-
week meditation program at St. Joseph’s Hospital in Toronto and found that med-
itation changed brain activity associated with focusing on momentary subjective
experiences (Farb et al., 2007). When participants in another study were made to

meditation A mental procedure that focuses
attention on an external object or on a sense

of awareness.
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FIGURE 4.23 The Brain on Meditation

In these fMRI scans, the circles indicate brain
areas that typically show less activity when
people are sad. After control subjects watched
sad clips from movies, these areas of their
brains were less active, as expected. In the
brains of participants who had received eight
weeks of meditation training, these areas
remained active, indicating that these partici-
pants felt less sadness.

feel sad, those who had received meditation training felt less sad than those in a
control group who did not receive meditation training (FIGURE 4.23; Farb et al.,
2010). Long-term practitioners of Buddhist meditation show difterential patterns
of brain activity in the face of distracting sounds, a finding that supports the idea
that such meditators are better at ignoring distractions (Brefczynski-Lewis, Lutz,
Schaefer, Levinson & Davidson, 2007). Some researchers argue that long-term med-
itation brings about structural changes in the brain that help maintain brain func-
tion over the lifespan. Another study found that the volume of grey matter (the
section of the brain containing neurons’ cell bodies; see Chapter 3, “Biological
Foundations”) did not diminish in older adults who practiced Zen meditation as
it typically does with age (Pagnoni & Cekic, 2007), a finding that suggests Zen
meditation might help preserve cognitive functioning as people age. But people
who meditate may differ substantially from people who do not, especially in terms
of lifestyle choices such as diet and a willingness to take care of their health. As
Chapter 2 notes, correlational data such as these do not prove causation. Careful
empirical research using the methods of psychological science should contribute
significantly to our understanding of meditation’s effects.

People Can Lose Themselves in Activities

Hypnosis and meditation involve doing something to alter consciousness. As noted
throughout this chapter, however, a person’s level of conscious awareness changes as
a result of the time of day as well as the person’s activities. For instance, when a per-
son performs an automatic task, such as driving, that person’s conscious thoughts
might not include the driving experience. There can be a negative side to this lack
of attention: In North America over the past decade, more than 300 children have
died because they were left unattended in hot cars, often because a parent forgot to
drop the child oft at daycare on his or her way to work. It is easy to imagine forget-
ting your lunch in the car, but your child? Fortunately, such incidents are rare, but
they seem to be especially likely when the parent’s typical routine does not include
daycare drop-oft duty. While the parent is driving, his or her brain shifts to “auto-
pilot” and automatically goes through the process of driving to the workplace instead
of stopping at daycare first. During most of our daily activities, of course, we are con-
sciously aware of only a small portion of both our thoughts and our behaviours.

EXERCISE, RELIGIOUS PRAYER, AND FLOW Have you ever had the experience,
during exercise, of one minute being in pain and feeling fatigued and the next
minute being euphoric and feeling a glorious release of energy? Commonly known
as runner’s high, this state is partially mediated by physiological processes (especially
endorphin release; see Chapter 3, “Biological Foundations”), but it also occurs in
part because of a shift in consciousness. For example, many people cannot exercise
without music, which offers a distraction from physical exertions and, in doing so,
may energize an exerciser to keep going for another kilometre.

Shifts in consciousness that are similar to runner’s high occur at other moments
in our lives. Religious ceremonies often decrease awareness of the external world
and create feelings of euphoria. Indeed, such rituals often involve chanting, dancing,
and/or other behaviours as a way for people to lose themselves in religious ecstasy.
Like meditation, religious ecstasy directs attention away from the self; in this way, it
allows a person to focus on his or her spiritual awareness (FIGURE 4.24).

One psychological theory about such peak experiences is based on the con-
cept of flow, “a particular kind of experience that is so engrossing and enjoyable
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[that it is] worth doing for its own sake even though it may have no consequence
outside itself” (Csikszentmihalyi, 1999, p. 824). That is, a person might perform a
particular task out of fascination with it rather than out of a desire for a reward.
Flow is an optimal experience, in that the activity is completely absorbing and com-
pletely satistying. The person experiencing flow loses track of time, forgets about
his or her problems, and fails to notice other things going on (Csikszentmihalyi,
1990). The person’s skills are well matched with the task’s demands; the situation
is less like driving, where much of the work happens automatically, than like rock
climbing, where every thought is on the next step and is concrete, not deep and
abstract (Leary, 2004). Flow experiences have been reported during many activi-
ties, including playing music (O’Neil, 1999) or a moderately challenging version
of the computer game Tetris (Keller & Bless, 2008), participating in sports (Jackson
et al., 2001), and simply doing satistying jobs (Demerouti, 2006). According to
Csikszentmihalyi (1999), flow experiences bring personal fulfillment and make life
worth living.

ESCAPING THE SELF Our conscious thoughts can be dominated by worries,
frustrations, and feelings of personal failure. Sometimes people get tired of deal-
ing with life’s problems and try to make themselves feel better through escapist
pursuits. Potential flow activities such as sports or work may help people escape
thinking about their problems, but people engage in such activities mainly to
feel personally fulfilled. The difference is between escaping and engaging.
Sometimes people choose to escape the self rather than engage with life: To for-
get their troubles, they drink alcohol, take drugs, play video games, watch tele-
vision, and so on.The selective appeal of escapist entertainment is that it distracts
people from reflecting on their problems or their failures, thereby helping them
avoid feeling bad about themselves. Some escapist activities—such as running or
reading—tend to have positive effects, some tend to be relatively harmless dis-
tractions, and some tend to come at great personal expense. For example, peo-
ple obsessively playing online games such as World of Warcraft have lost their jobs
and even their marriages (FIGURE 4.25). Moreover, evidence suggests that some
ways of escaping the self can be associated with self~destructive behaviours such
as binge eating, unsafe sex, and, at an extreme, suicide. According to the social

FIGURE 4.24 Shifts of Consciousness
During certain religious festivals, such as this
Christian Orthodox rite in Greece, people walk
on smoldering embers as an act of faith. The
embers’ top layer is not as hot as the bottom
layer, so walking on the burning embers, while
always risky, is not as difficult as it appears.

FIGURE 4.25 Escapist Entertainment
Simple entertainment can veer toward obses-
sion. Some have reported spending as many
as 50 hours a week playing video games
such as World of Warcraft.
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Consciousness and End-of-Life Medical

Treatment

ccording to a 2008 statement on end-of-life care

released by the College of Physicians and Surgeons of

Manitoba, if a physician and patient (or the patient's
family) are at an impasse on end-of-life care, the physician shalll
prevail in every circumstance, regardless of the wishes of the
patient or family. This policy puts life-or-death decisions in the
hands of doctors, each of whom not only adheres to a per-
sonal belief system but also holds opinions—such as on mat-
ters of medical knowledge and medical technology—that may
affect the practice of medicine. Some commentators have inter-
preted the 2008 statement and similar ones as reversing a
trend toward patient autonomy. Patient autonomy has devel-
oped as a negative right, however: the right to deny unwanted
treatment. It almost never has been construed as a right to
receive treatment against the recommendation of a doctor
(Pope, 2010).

On questions about end-of-life medical treatment, religious
thinkers, philosophers, and scientists have tended to crash into
one another. At issue are different definitions of human conscious-
ness and self-awareness. In Manitoba, the criterion for maintain-
ing life support is that the patient may be able to recover
sufficiently to achieve awareness of self and of environment. As
the bioethicist William Harvey notes, this criterion reflects the
determinist viewpoint that the mind, arising from higher cortical
activity, is the essence of a human being. In contrast, Harvey sug-
gests, when the families of patients demand life-sustaining treat-
ment that providers deem inappropriate, the basis of the family’s
thinking is usually religious. Such decisions reflect “a ‘lower brain
criterion.” Since [the patient’s] brainstem is still functioning, he is
not dead—he still has a soul” (Zier et al., 2009).

Even if the “consciousness” criterion for continuing life sup-
port is accepted, ascertaining a patient’s brain state and abil-
ity to recover can be extremely difficult, but doing so is essential
for making decisions about medical care. Patients who appear
to be in a vegetative state (VS) may actually be in a minimally
conscious state (MCS), or “locked-in,” and a surefire way of
distinguishing between the two remains elusive. The cognitive
neuroscientist Maria Farah has discussed three promising
approaches that use MRI technology (Farah, 2008). Each one
is based on a different assumption about brain function, and
skeptics have concerns about the validity of each.

The first approach is to demonstrate through MRI that the
patient has preserved the high-level cognitive processing that
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normally accompanies consciousness (Schiff et al., 2005).
Farah argues that cognition is not consciousness and that dis-
sociated cognition often accompanies awareness. The second
approach is to use MRI to demonstrate the preservation of pat-
terns of activity that have been shown to distinguish conscious
from unconscious processing (Boly et al., 2004). However, few
brain imaging studies have directly compared conscious and
unconscious processing, and many more are needed before a
“brain signature” of consciousness can be identified (Farah,
2008). The third approach is based on Owen and colleagues’
(2006) fMRI findings discussed earlier in this chapter. A VS
patient, commanded to imagine engaging in certain motor
activities, showed brain activity characteristic of those activi-
ties. Thus the differences between the MCS and the VS may
not be as distinct as previously thought. This conclusion is
based, however, on the assumption that such commands can-
not be carried out without conscious awareness, an idea that
needs further investigation (Farah, 2008). Still other neurolo-
gists, pointing to the limitations of fMRI as a measure of neu-
ronal activity, suggest that a technique such as EEG or
magnetoencephalography (MEG) may be more appropriate
(Knight, 2008).

The case of Samuel Golubchuk, who died in June 2008 after
seven months on life support in a Manitoba ICU, brought many
of these issues to the forefront of public awareness, sparking
emotional debates. Dr. Joel Zivot, who ultimately provided
Golubchuk’s end-of-life care after other doctors refused to pro-
vide further treatment, asks whether such patients have a “right
to understand that critical care practice among the doctors
varies to such an extent that it could mean life or death? . . .
What right does a patient have to choose a critical care physi-
cian in Manitoba, when, in end-of-life care, the final decision
always is with the doctor?” (Zivot, 2010).

What should the criteria be for continuing life support for
gravely ill patients? Is any level of brain activity sufficient to
justify treatment, or, as in Manitoba, should evidence of higher-
level cortical activity be required? More important, should these
decisions be made by the state or federal government? By indi-
vidual hospitals or doctors? By each patient and his or her
family? And if the criteria involve the patient’s level of con-
sciousness of self and surroundings, what technologies should
be used to evaluate consciousness—and again, who gets to
decide?



psychologist Roy Baumeister (1991), people engage in such behaviours because
they have low self-awareness when they escape the self. Chapter 12 further
discusses the connections between behaviour and self-awareness; the next sec-
tion of this chapter looks at a common way people try to escape their problems,
namely using drugs or alcohol to alter consciousness.

SUMMING UP
What Is Altered Consciousness?

An altered state of consciousness is a change in subjective experience, such as
through hypnosis or meditation. Some people are susceptible to hypnosis, such
that a post-hypnotic suggestion can alter how they think, feel, or behave, though
they are not conscious that a suggestion was given. Hypnosis can also be used
to control pain. Patterns of brain activation show neural correlates of hypnosis
that suggest that it is not a faked performance or some other theatrical trick. People
can experience altered states of consciousness during profound religious experi-
ences, during extreme physical exertion, or when they are deeply absorbed in tasks
matched to both their interests and their abilities.

MEASURING UP

Mark each statement below with an “S” if it supports the conclusion that hyp-
nosis is a real phenomenon. Put an “F” next to any false statement.

a. Participants under hypnosis who were told that they would not see real

words did not show the Stroop effect. (For a reminder on the Stroop
effect, see Figure 2.18.)

b. Brain imaging showed that hypnotized subjects really were asleep.
Brain imaging showed that hypnosis changes brain activity in ways
inconsistent with the idea that people are simply role-playing.

. Some people cannot be hypnotized.

People who are hypnotized will do anything the hypnotist tells them to.
Hypnosis is not useful in reducing pain.

Hypnotized people are aware of the hypnotist's suggestions, so they just
go along with what they are asked to do.
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How Do Drugs Affect Consciousness?

Throughout history, people have discovered that ingesting certain substances can alter
their mental states in various ways. Some of those altered states, however momentary,
can be pleasant. Some, especially over the long term, can have negative consequences
including injury or death. According to the United Nations (2009), 200 million peo-
ple around the globe use illicit drugs each year. Societal problems stemming from
drug abuse are well known. Most people probably know and care about someone
addicted to a commonly abused drug, such as alcohol, an illegal substance, or a pre-
scription medication. If we include nicotine and caffeine on that list, most people prob-
ably are drug addicts. To investigate drug addiction, psychological science asks various
questions across multiple levels, from the biological to the individual to the social: Why
do people use drugs? Why do some people become addicted to drugs? Why do drug
addicts continue to abuse drugs when doing so causes turmoil and suffering?

LEARNING OBJECTIVE

Describe the effects of marijuana,

of stimulants, of MDMA, and of
opiates.

How Do Drugs Affect Consciousness?
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Real World
PSYCHOLOGY

People Use—and Abuse—Many Psychoactive Drugs

Drugs are a mixed blessing. The right ones can provide soothing relief—from severe
pain or a moderate headache. Other right ones can lift depressed people’s moods and
help them lead more satistying lives. Still others can help children who have atten-
tion deficits or hyperactivity disorders settle down and learn better. But many of these
same drugs can be used for “recreational” purposes—to alter physical sensations, lev-
els of consciousness, thoughts, moods, and behaviours in ways that users believe are
desirable—and this recreational use sometimes can have negative consequences.

Psychoactive drugs are mind-altering substances that change the brain’s neu-
rochemistry by activating neurotransmitter systems. The effects of a particular
psychoactive drug depend on which systems it activates (FIGURE 4.26). Common
psychoactive drugs include stimulants, depressants, narcotics, and hallucinogens. This
section considers drugs that often have legitimate medical uses but sometimes
are abused outside of treatment.

MARIUANA The most widely used illegal drug in North America is marijuana,
the dried leaves and flower buds of the hemp plant. According to Health Canada
(2008), 44 percent of Canadians report having used marijuana, with the highest
rates in British Columbia (49.6 percent) and the lowest in Prince Edward Island
(39.1 percent). The psychoactive ingredient in marijuana is the chemical THC, or
tetrahydrocannabinol, which produces a relaxed mental state, uplifted or contented
mood, and some perceptual and cognitive distortions. Marijuana users report that
THC also makes perceptions more vivid, and some say it especially affects taste.
Most first-time users do not experience the “high” obtained by more experienced
users. Novice smokers might use inefficient techniques and/or might have trou-
ble inhaling, but users apparently must learn how to appreciate the drug’s eftects
(Kuhn, Swartzwelder, & Wilson, 2003). In this way, marijuana differs from most
other drugs, whose first-time uses have stronger effects and subsequent uses lead
to tolerance in which a person has to use more of the drug to get the same effect.

Although the brain mechanisms that marijuana affects remain somewhat
mysterious, investigators have recently discovered a class of receptors that are
activated by naturally occurring THC-like substances. Activation of these cannabi-
noid receptors appears to adjust and enhance mental activity and perhaps alter pain
perception. The large concentration of these receptors in the hippocampus may
partly explain why marijuana impairs memory (Ilan, Smith, & Gevins, 2004).
Marijuana is also used for its medicinal properties and has been legal for that use
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FIGURE 4.26 Drugs’ Effects on the Brain Brain scans from three views show the areas in this brain that have been affected by methampheta-
mine use. Specifically, the yellow and red areas show reduced grey matter density in the frontal cortexes (Kim et al., 2006).
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in Canada since 2001. For instance, cancer patients undergoing chemotherapy
report that marijuana is effective for overcoming nausea. Nearly 1 in 4 AIDS
patients reports using marijuana to relieve both nausea and pain (Prentiss et al.,
2004).The medical use of marijuana is controversial because of the possibility that
chronic use can cause health problems or lead to abuse of the drug.

STIMULANTS Stimulants are drugs that increase behavioural and mental activity.
They include caffeine and nicotine as well as cocaine and amphetamines. These
substances activate the sympathetic nervous system (increasing heart rate and
blood pressure), improve mood, cause people to become restless, and disrupt
sleep. Stimulants generally work by interfering with the normal reuptake of
dopamine by the releasing neuron, allowing dopamine to remain in the synapse
and thus prolonging its eftects, although sometimes stimulants also increase
the release of dopamine (Fibiger, 1993). Drugs that block dopamine’s action
reduce stimulants’ rewarding properties.

Cocaine is derived from the leaves of the coca bush, which grows primarily in
South America. After inhaling (snorting) cocaine as a powder or smoking it in the
form of crack cocaine, users experience a wave of confidence. They feel good, alert,
energetic, sociable, and wide awake. These short-term effects are especially intense
for crack cocaine users. In contrast, habitual use of cocaine in large quantities can
lead to paranoia, psychotic behaviour, and violence (Ottieger, Tressell, Inciardi, &
Rosales, 1992).

Cocaine has a long history of use in North America. John Pemberton, a phar-
macist in the United States, was so impressed with cocaine’s effects that in 1886
he added the drug to soda water for easy ingestion, thus creating Coca-Cola (Figure
4.28a). In the early twentieth century, cocaine was removed from the drink.To this
day, however, coca leaves from which the cocaine has been removed are used in
the making of Coke.

Amphetamines are synthesized using simple lab methods. They go by street
names such as speed, meth (for methamphetamine), ice, and crystal. Amphetamines
have a long history of use for weight loss and staying awake. However, their
numerous negative side effects include insomnia, anxiety, and heart problems; peo-
ple quickly become addicted to them; and they are seldom used for legitimate
medical purposes.

Methamphetamine is the world’s second most commonly used illicit drug, after
marijuana (Barr et al., 2006). Although it was first developed in the early twenti-
eth century as a nasal decongestant, its recreational use became popular in the
1980s. According to Health Canada, 8.7 percent of men and 4.1 percent of women
have tried methamphetamine during their lifetimes, compared with 14.1 percent
of men and 7.3 percent of women who have tried cocaine (Adlaf, Begin, & Sawka,
2005). If asked about the past year, only 1.1 percent report methamphetamine use
and 1.6 percent report cocaine use (Health Canada, 2008). One factor that encour-
ages its use, and may explain its surge in popularity over the past decade, is that
methamphetamine is easy to make from common over-the-counter drugs.

Methamphetamine not only blocks reuptake of dopamine, it also increases the
release of dopamine and thus yields much higher levels of dopamine in the synapse.
In addition, methamphetamine stays in the body and brain much longer than, say,
cocaine, so its effects are prolonged. Methamphetamine abuse damages various brain
structures and ultimately depletes dopamine levels. Its damage to the temporal lobe
and the limbic system, for example, may explain its effects on memory and emotion
in long-term users (Kim et al., 2006; Thompson et al., 2004). It also causes con-
siderable physical damage (FIGURE 4.27).
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FIGURE 4.28 Drugs through History
(a) This early advertisement’s claim that
Coca-Cola is “a valuable Brain Tonic” may
have been inspired by the initial incorporation
of cocaine into the drink. (b) Before 1904,
Bayer advertised heroin as “the sedative for
coughs.”
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FIGURE 4.27 Methamphetamine’s Effects These before-and-after photos dramatically illus-
trate how the physical damage from metamphetamine can affect appearance.

MDMA One drug that has become popular since the 1990s is MDMA, or ecstasy,
which produces an energizing effect similar to that of stimulants but also
causes slight hallucinations. According to Health Canada, 3 percent of women and
5.2 percent of men report using ecstasy during their lifetimes, with the average age
of first use reported as 19 years old (Adlaf et al., 2005). The drug first became pop-
ular among young adults in nightclubs and at all-night parties known as raves.
Compared with amphetamines, MDMA is associated with less dopamine release
and more serotonin release. The serotonin release may explain ecstasy’s hallucino-
genic properties. Although many users believe it to be relatively safe, researchers
have documented a number of impairments from long-term ecstasy use, especially
memory problems and a diminished ability to perform complex tasks (Kalechstein
et al., 2007). Because ecstasy also depletes serotonin, users often feel depressed
when the drug’s rewarding properties wear oft.

OPIATES Heroin, morphine, and codeine belong to the family of drugs known as
opiates. These drugs provide enormous reward value by increasing dopamine activa-
tion in the nucleus accumbens and binding with opiate receptors, producing feel-
ings of relaxation, analgesia, and euphoria. Heroin provides a rush of intense pleasure
that most addicts describe as similar to orgasm, which then evolves into a pleasant,
relaxed stupor. The dual activation of opiate receptors and dopamine receptors may
explain why heroin and morphine are so highly addictive (Kuhn et al., 2003).

Opiates have been used to relieve pain and suffering for hundreds of years.
Indeed, before the twentieth century, heroin was widely available without
prescription and was marketed by the Bayer aspirin company (FIGURE 4.28).
The benefits of short-term opiate use to relieve severe pain seem clear, but
long-term opiate use to relieve chronic pain will much more likely lead to
abuse or addiction than will short-term use (Ballantyne & LaForge, 2007).
Moreover, long-term use of opiates is associated with a number of neurological
and cognitive deficits, such as attention and memory problems (Gruber, Silveri, &
Yurgelin-Todd, 2007). Therefore, clinicians need to be cautious in prescribing opi-
ates, especially when the drugs will be used over extended periods.
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Providing Examples of Slippery Slope Thinking

‘What happens when you slip while walking down a slope? Might you fall to
the bottom? A person making a slippery slope argument reasons that some first
slippery step must lead down to a larger, more slippery step or even a large
fall. For example, a slippery slope argument against all “recreational” drug use
proposes that if you start using a drug that is not likely to have lasting or harm-
ful effects (say, marijuana), this behaviour will lead you to take “harder” drugs
(say, cocaine), and soon you will be robbing to support your heroin habit.
The “starter,” less powerful drug is referred to as a gateway drug, because it sup-
posedly opens the gate to more regular and more dangerous drug use. The
data on whether using something like marijuana is associated with later use
of drugs like heroin is mixed, but even if it were a strong relationship, what
might be wrong with these data? The conclusion that taking marijuana causes
people to take harder drugs cannot be inferred from these data. There are many
other possible explanations for this relationship, including the more likely
one that people apt to get addicted could start with any drug and generally
do start with the cheapest and most available one, marijuana. It might or might
not be true that a minor action will lead to a more serious one, but there is
no reason to assume that it is always or even usually true.

Alcohol Is the Most Widely Abused Drug

Like many around the world, Canadians have a love/hate relationship with alco-
hol. On the one hand, moderate drinking is an accepted aspect of normal social
interaction and may even be good for health. On the other hand, alcohol is a major
contributor to many of our societal problems, such as spousal abuse and other forms
of violence. Although the percentage of traftic fatalities due to alcohol is dropping,
alcohol is a factor in more than one-third of fatal accidents (Mayhew, Brown, &
Simpson, 2002), killing nearly a thousand Canadians each year (Traffic Injury
Research Foundation, 2009). Moreover, one-quarter of suicide victims and one-
third of homicide victims have blood alcohol levels that meet legal criteria for
impairment. One study found that approximately one-third of university students
reported having had sex during a drinking binge, and the heaviest drinkers were
likely to have had sex with a new or casual partner (Leigh & Schatfer, 1993), thus
increasing their risk for exposure to AIDS and other sexually transmitted diseases.

GENDER DIFFERENCES IN ALCOHOL CONSUMPTION ACROSS CULTURES The
World Health Organization is conducting a massive international study of gender-
related and culture-related differences in alcohol consumption (Obot & Room,
2005). This study 1s expected to continue over the coming decade; however, many
findings are already available. The study’s main premise is that to understand alcohol
consumption worldwide, we need to study the various ways alcohol is used, by men
and by women, across cultural and social contexts. The authors call the gender gap
in alcohol consumption “one of the few universal gender differences in human
social behaviour” (Wilsnack, Wilsnack, & Obot, 2005, p. 1). Can you guess whether
men or women consume more alcohol? In every region of the world, across a wide
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FIGURE 4.29 Theo Fleury For many
years, the hockey great Theo Fleury battled
drug and alcohol problems, which he attributes
to having been sexually abused by a former
coach.

variety of measures (e.g., drinking versus abstinence, heavy drinking versus occasion-
al drinking, alcohol-related disorders), men drink a lot more. Men are twice as likely
to report binge drinking (drinking five or more servings in one evening), chronic
drinking, and recent alcohol intoxication. However, gender gaps in binge drinking
may be smaller among university students.

Several factors may explain this large and universal gender difference. One is that
women do not metabolize alcohol as quickly as men and generally have smaller
body volumes, so they consume less alcohol than men to achieve the same effects.
Another explanation is that women’s drinking may be more hidden because it is
less socially accepted than men’s drinking. According to this theory, women’s alco-
hol consumption may be under-reported, especially in cultures where it is frowned
upon or forbidden. In some cultures, “real men” are expected to drink a lot and
prove they can “hold” their liquor, whereas women who do the same are seen as
abnormal (FIGURE 4.29).

Psychosocial researchers have studied four factors that might affect the gender-
related differences in a specific culture’s alcohol consumption: (1) Power. Drinking
alcohol in large quantities is a symbol of male power (i.e., privilege). As women
gain more power through paid employment in jobs that traditionally were held by
men, will they increase their alcohol consumption? So far, the answer is no. In
Europe and North America, where this hypothesis was tested, the increased auton-
omy that women now have has not increased the amount of alcohol they drink.
(2) Sex. Men and women may drink because they expect doing so to enhance their
sexual performance or enjoyment of sex, though in fact alcohol, especially in large
quantities, is more likely to lead to impotence for men. It can also increase women’s
vulnerability to men’s sexual aggression; knowing this, some women may limit their
own drinking. (3) Risks. Men enjoy taking risks more than women do, so men may
be more likely to engage in heavy drinking, which is known to be hazardous.
(4) Responsibilities. Men may drink more than women because drinking allows them
to ignore their social responsibilities. In some social contexts, “domestic role obli-
gations”—for men, usually, supporting a family and having responsibilities around
the house—may magnify the gender gap in drinking.

EXPECTATIONS One reason people consume alcohol is that they anticipate alco-
hol will have certain effects on their emotions and behaviour. Light and heavy
drinkers believe alcohol reduces anxiety, so many people have a drink or two after
a difficult day. The available evidence does not support this belief: Although mod-
erate doses of alcohol are associated with a more positive mood, larger doses are
associated with a more negative mood. Also, although alcohol can interfere with
the cognitive processing of threat cues, such that anxiety-provoking events are less
troubling when people are intoxicated, this effect occurs only if people drink before
the anxiety-provoking events. According to this research, drinking after a hard day
can increase people’s focus on and obsession with their problems (Sayette, 1993).

Alan Marlatt (1999), a leading substance abuse researcher, has noted that
people view alcohol as the “magic elixir,” capable of increasing social skills, sexual
pleasure, confidence, and power. Expectations about alcohol’s effects are learned very
early in life, through observation; children may see that people who drink have a
lot of fun and that drinking is an important aspect of many celebrations. Teenagers
may view drinkers as sociable and grown up, two things they desperately want to
be. Studies have shown that children who have very positive expectations about
alcohol are more likely to start drinking and to be heavy drinkers than children
who do not share those expectations (Leigh & Stacy, 2004).
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According to the social psychologists Jay Hull and Charles Bond (1986), expec-
tations about alcohol profoundly affect behaviour. To study alcohol’s true effects
on behaviour, these researchers gave participants tonic water with or without alco-
hol and, regardless of the drinks’ actual contents, told some participants they were
getting just tonic water and some they were getting tonic water with alcohol. This
balanced-placebo design allowed for a comparison of those who thought they were
drinking tonic water but were actually drinking alcohol with those who thought
they were drinking alcohol but were actually drinking tonic water. In thus sepa-
rating drug effects from beliefs, the researchers demonstrated that alcohol impairs
motor processes, information processing, and mood, independent of whether the
person thinks he or she has consumed it. In contrast, the belief that one has con-
sumed alcohol leads to disinhibition regarding various social behaviours, such as
sexual arousal and aggression, whether or not the person has consumed alcohol.
Thus some behaviours generally associated with drunkenness are accounted for by
learned beliefs about intoxication rather than by alcohol’s pharmacological prop-
erties. Sometimes the learned expectations and the pharmacology work in oppo-
site ways. As mentioned above, for instance, alcohol tends to increase sexual arousal,
but it interferes with sexual performance.

PHYSICAL EFFECTS Alcohol triggers a number of neurotransmitter systems and
activates receptors for GABA, opiates, and dopamine (for all these terms, see
Chapter 3, “Biological Foundations”). Evidence suggests that alcohol’s rewarding
aspects stem from its activation of dopamine receptors, as is the case with other
addictive drugs. Alcohol also interferes with the neurochemical processes involved
in memory; for this reason, memory loss can follow excessive alcohol intake.
Heavy long-term alcohol intake can cause extensive brain damage. Korsakoff’s syn-
drome 1s an alcohol-related disorder characterized by both severe memory loss and
intellectual deterioration.

CRITICAL THINKING SKILL

Showing How Circular R easoning
Is a Misuse of Operational Definitions

Have you ever seen a cat chase its tail? It can be a pretty funny sight, as the
cat never gets closer to its “prey.” Similarly, in a circular argument, the rea-
son for believing the conclusion is just a restatement of the conclusion, so
the argument ends up where it started. Here is an example: “We need to
raise the legal drinking age from 19 to 21 because 19-year-olds are too
young to drink.” Can you see what is wrong with this argument? Saying
that 19-year-olds are too young to drink is just another way of saying “We
need to raise the legal drinking age from 19 The argument does not
explain why 19 is too young. If the speaker had said, “We need to raise the
legal drinking age from 19 to 21 because research shows that 21-year-olds
have half the number of traffic accidents that 19-year-olds do” or “. . . because
the frontal areas of the brain continue to mature after age 19” or . . . because
21-year-olds are more responsible,” he or she would have provided a reason
to support the conclusion.
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FIGURE 4.30 Physical Dependence
versus Psychological Dependence Both
types of dependence can force people to go
to extremes. (a) A savvy restaurant owner in
Germany figured out how to accommodate his
patrons who are physically addicted to smok-
ing but do not want to step outside—he
made padded holes in the wall. (b) With their
enclosed spaces, bright lights, and stimulating
sounds, casinos, such as this one in the
United States, encourage patrons’ psychological
addiction to gambling.

Addiction Has Psychological and Physical Aspects

The term physical dependence is synonymous with addiction, a physiological state in
which failing to ingest a substance leads to symptoms of withdrawal, a state char-
acterized by anxiety, tension, and craving. Physical dependence is associated with
folerance, so that a person needs to consume more of the substance to achieve the
same subjective effect. Addiction researchers now widely accept that dopamine
activity in the limbic system underlies the rewarding properties of taking drugs and
is central to addiction (Baler & Volkow, 2006; Chapter 9,“Motivation and Emotion,”
further discusses dopamine’s role in reward). A brain region called the insula seems
to be important for craving and addiction, since this region becomes active when
addicts view images of drug use. A recent study compared the experience of quit-
ting smoking for patients with insula damage to the experiences for patients with
other types of brain damage. The patients with insula damage reported that imme-
diately after being injured they quit smoking easily and that they no longer expe-
rienced conscious urges to smoke. One patient who had a stroke to his left insula
commented that he quit smoking because his “body forgot the urge to smoke”
(Nagvi et al., 2007).

In contrast to physical dependence, psychological dependence refers to habitual and
compulsive substance use despite the consequences. People can be psychologically
dependent without showing tolerance or withdrawal. This section focuses on addic-
tion to substances that alter consciousness, but people can also become psycholog-
ically dependent on behaviours, such as gambling or shopping (FIGURE 4.30).

How do people become addicted? Many theories related to the initiation of
drug or alcohol use among either children or adolescents focus on the social level
of analysis. They explore social learning processes that emphasize the roles of par-
ents, peers, and mass media. Social learning theories also emphasize self-identification
with high-risk groups (e.g., “stoners” or “druggies”) as central to the initiation of
drug or alcohol use. Teenagers want to fit in somewhere, even with groups that
soclety perceives as deviant. And as discussed further in Chapter 6, children
imitate the behaviour of role models, especially those they admire or with whom
they identify. For children whose parents smoke, the modelling of the behaviour
may be continuous through early childhood and elementary school. Unsurprisingly,
then, multiple studies show that when parents smoke, their children tend to have
positive attitudes about smoking and to begin smoking early (Rowe, Chassin,
Presson, & Sherman, 1996).

As individuals, some adolescents are especially likely to experiment with ille-
gal drugs and to abuse alcohol. Children high in sensation seeking (a personality
trait that involves attraction to novelty and risk taking) are more likely to associ-
ate with deviant peer groups and to use alcohol, tobacco, and drugs (Wills,
DuHamel, & Vaccaro, 1995). These children and their parents tend to have poor
relationships, which in turn promote the children’s association with deviant peer
groups. Does the family environment determine alcohol and drug use, then? Some
theorists, operating at the biological level of analysis, suggest that an inherited pre-
disposition to sensation seeking may predict behaviours, such as affiliating with drug
users, that increase the possibility of substance abuse. Indeed, some evidence points
to genetic components of addiction, especially for alcoholism, but little direct evi-
dence points to a single “alcoholism” or “addiction” gene. Rather, what might be
inherited is a cluster of characteristics, including certain personality traits, a reduced
concern about personal harm, a nervous system chronically low in arousal, or a
predisposition to finding chemical substances pleasurable. In turn, such factors may
make some people more likely to explore drugs and enjoy them.
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One of the most fascinating aspects of addiction is that only about 5 percent
to 10 percent of those who use drugs become addicted. Indeed, more than 50 per-
cent of Canadian men and 40 percent of Canadian women have experimented with
illicit drugs, yet most of them use drugs only occasionally or try them for a while
and then give them up. In a longitudinal study, Jonathan Shedler and Jack Block
(1990) found that those who had experimented with drugs as adolescents were
better adjusted in adulthood than those who had never tried them. Complete
abstainers and heavy drug users had adjustment problems compared with those who
had experimented. However, this finding does not suggest that everyone should
try drugs or that parents should encourage drug experimentation. After all, no one
can predict just who will become addicted or know who is prepared to handle
drugs’ effects on behaviour.

ADDICTION’S CONTEXT Some evidence suggests that context is important for
understanding addiction. For example, in the late 1960s, estimates suggested that
drug abuse among American soldiers, including the use of narcotics such as heroin
and opium, had become epidemic. The widespread drug use was not surprising—
it was a time of youthful drug experimentation, soldiers in Vietnam had easy access
to various drugs, and drugs helped the soldiers cope temporarily with fear, depres-
sion, homesickness, boredom, and the repressiveness of army regulations. The mil-
itary commanders mostly ignored drug use among soldiers, viewing it as “blowing
off steam.”

Beginning in 1971, the military began mandatory drug testing of soldiers to
identify and detoxify drug users before they returned to the United States. Amid
speculation that a flood of addicted soldiers returning from Vietnam would swamp
treatment facilities back home, the White House asked a team of behavioural sci-
entists to study a group of returning soldiers and assess the extent of the addiction
problem. Led by the behavioural epidemiologist Lee Robins, the research team
examined a random sample of 898 soldiers who were leavingVietnam in September
1971. Robins and her colleagues found extremely high levels of drug use among
them (Robins, Helzer, & Davis, 1975). Over 90 percent reported drinking alco-
hol, nearly three-quarters smoked marijuana, and nearly half used narcotics such
as heroin, morphine, and opium. About half the soldiers who used narcotics either
had symptoms of addiction or reported believing they would be unable to give up
their drug habits. The team’s findings suggested that approximately 1 soldier in 5
returning from Vietnam was a drug addict. Given the prevailing view that addic-
tion was a biological disorder with a low rate of recovery, these results indicated
that tens of thousands of heroin addicts would soon be inundating the United
States. But this did not happen.

Robins and her colleagues examined drug use among the soldiers after they
returned to the United States. Of those who were apparently addicted to nar-
cotics in Vietnam, only half sought out drugs when they returned to the States,
and fewer still maintained their narcotic addictions. Approximately 95 percent of
the addicts no longer used drugs within months of their return—an astonishing
quit rate considering that the success rate of the best treatments is typically only
20 percent to 30 percent. A long-term follow-up study conducted in the early
1990s confirmed that only a handful of those who were addicts in Vietnam
remained addicts.

Why did coming home help the addicts recover? In the United States, they likely
did not have the same motivations for taking the drugs as they did in Vietnam. No
longer needing the drugs to escape combat’s horrors, they focused on other needs
and goals, such as careers and family obligations. An important lesson from this case
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study is that we cannot ignore environment when we try to understand addiction.
Knowing drugs’ physical actions in the brain may give us insights into addiction’s
biology, but that information fails to account for how these biological impulses can
be overcome by other motivations.

SUMMING UP

How Do Drugs Affect Consciousness?

People have long ingested drugs that alter the way they think, feel, and act.
The use and abuse of drugs has enormous societal costs, including impaired
driving, iliness, and crime. Although moderate use of drugs such as alcohol and
caffeine may have few consequences, excessive use can lead to physical or psy-
chological dependence. The term addiction refers to physical dependence, in which
not using the drug produces withdrawal and more of the drug is needed to obtain
its effects. Psychoactive drugs affect a variety of neurotransmitter systems, but the
user’s beliefs about a particular drug also affect the experience and behaviour of
that user.

MEASURING UP

1. All drugs work by .
a. increasing neural firing in the cerebellum
b. decreasing the amount of neurotransmitter affected by reuptake
c. creating dizziness, which the interpreter translates as a drug state
d. activating neurotransmitter systems

2. Match each of the following drugs or drug categories with as many
true statements as apply: stimulants, MDMA, opiates, marijuana,
alcohol.

a. involved in over half of all fatal car accidents

b. the only drug that does not have its strongest effect on
first-time users

c. include heroin, morphine, and codeine

d. increase(s) dopamine action in a brain structure called the nucleus
accumbens

e. include cocaine, nicotine, caffeine, and amphetamines

f. known as ecstasy

g. according to their reports, one-third of university students had sex while
under its influence

h. include a drug used in Coca-Cola’s original recipe

i. has negative long-term effects on memory

CONCLUSION

Try to imagine human life without consciousness. How could you live without
experiencing the world around you? Conscious experience is an essential aspect of’
the human condition, one that psychologists and philosophers have long wanted
to understand the nature of. Over the past century, the topic has largely been
philosophers’ domain, because psychologists’ increasing emphasis on empiricism has
cast doubt on the scientific study of subjective states, such as consciousness. The
qualia of consciousness are inaccessible to direct observation, but psychologists have
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not ignored consciousness. They have examined the ways that people alter levels
of consciousness, such as by creating subjectively pleasant or spiritually meaning-
ful mental states. Mind-altering substances play prominent roles in many religious
ceremonies, and some religious practices purposely alter conscious states through
prayer and meditation.

What has eluded the scientific world is how our thoughts and behaviours alter
the conscious experience. Brain imaging has allowed researchers to examine con-
sciousness objectively, and we now know that conscious experience reflects the
brain’s ongoing activity. For instance, emotional dreams are experienced as such
because emotional brain regions are active at that time and brain regions involved
in rational thought and self~awareness are not. Although many philosophical ques-
tions remain, psychological scientists are making considerable progress in under-
standing the biological foundations of consciousness. Perhaps more so than in any
other area of inquiry, brain imaging and other physiological methods have opened
up the subjective world to scientific examination, allowing for a much better appre-
ciation and understanding of the human experience.

Conclusion
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B CHAPTER SUMMARY

How Is the Conscious Mind Experienced?

Consciousness Is a Subjective Experience: Consciousness is diffi-
cult to study because of the subjective nature of our experience of the
world. Brain imaging research has shown that particular brain regions
are activated by particular types of sensory information.

There Are Variations in Conscious Experience: Consciousness is
each person’s unified and coherent experience of the world around him
or her. At any one time, each person can be conscious of a limited num-
ber of things. A person’s level of consciousness varies throughout the day
and depends on the task at hand. Whereas some people in comas show
no brain activity (a persistent vegetative state), people in minimally con-
scious states show brain activity indicating some awareness of external
stimuli.

Splitting the Brain Splits the Conscious Mind: The corpus callo-
sum connects the brain’s two sides; cutting it in half results in two inde-
pendently functioning hemispheres. The left hemisphere is responsible
primarily for language, and the right hemisphere is responsible primarily
for images and spatial relations. The left hemisphere strives to make sense
of experiences, and its interpretations influence the way a person views
and remembers the world.

Unconscious Processing Influences Behaviour: Research findings
indicate that much of a person’s behaviour occurs automatically, with-
out that person’s constant awareness. Thought and behaviour can be
influenced by stimuli that are not experienced consciously.

Brain Activity Produces Consciousness: Blindsight demonstrates
visual ability without awareness. The global workspace model of con-
sciousness demonstrates how awareness depends on activity in various
different cortical areas.

What Is Sleep?

Sleep Is an Altered State of Consciousness: Sleep occurs in stages,
which vary according to levels of brain activity and of respiration.
REM sleep activates the brain and produces both body paralysis and
genital stimulation. Sleep disorders include insomnia, sleep apnea, and
narcolepsy.

Sleep Is an Adaptive Behaviour: Sleep restores the body, and circa-
dian rhythms control changes in body function and in sleep. Learning is
consolidated during sleep.

e Sleep and Wakefulness Are Regulated by Multiple Neural

Mechanisms: Brain stem structures are involved in arousal and REM sleep.

People Dream while Sleeping: REM dreams activate different brain
areas than do non-REM dreams. Sigmund Freud thought dreams
revealed unconscious conflicts. The activation-synthesis hypothesis
posits that dreams are side effects of brain activity. Antti Revonsuo has
theorized that dreaming is adaptive.

What Is Altered Consciousness?
e Hypnosis Is Induced through Suggestion: Scientists debate

whether hypnosis is an altered state of consciousness or whether hypno-
tized people merely play the role they expect (and are expected) to play.
Brain imaging research suggests that hypnotized subjects undergo
changes in their brain activity.

Meditation Produces Relaxation: The goal of meditation, especial-
ly as practiced in the West, is to bring about a state of deep relaxation.
Studies have shown that meditation can have multiple benefits for peo-
ple’s physical and mental health.

People Can Lose Themselves in Activities: Exercise, certain religious
practices, and other engaging activities can produce a state of altered con-
sciousness called flow; in which people become completely absorbed in
what they are doing. Flow is a positive experience, but escapist activities
can be harmful if people use them for avoidance rather than for fulfillment.

How Do Drugs Affect Consciousness?
e People Use—and Abuse—Many Psychoactive Drugs: Stimulants

increase behavioural and mental activity. MDMA (ecstasy) produces
energizing and hallucinogenic effects. THC (the active ingredient in
marijuana) alters perception. All drugs, including opiates, provide high
reward value by increasing dopamine activation.

Alcohol Is the Most Widely Abused Drug: Though believed to
reduce anxiety, alcohol consumption can increase anxiety and negative
mood. A drinker’s expectation can significantly affect his or her behav-
iour while under the influence of alcohol.

Addiction Has Psychological and Physical Aspects: Physical
addiction involves the body’s responses to and tolerance toward a sub-
stance. Psychological dependence involves both habitual use and com-
pulsion to use, despite consequences.

B KEY TERMS

activation-synthesis

blindsight, p. 153
circadian rhythms, p. 161

consciousness, p. 141
dreams, p. 162
hypnosis, p. 166
insomnia, p. 158

hypothesis, p. 164

interpreter, p. 149
latent content, p. 164
manifest content, p. 164
meditation, p. 169

split brain, p. 146
subliminal perception,
p. 150

microsleeps, p. 161
narcolepsy, p. 159

REM sleep, p. 157
sleep apnea, p. 159

The answer key for all the Measuring Up exercises and the Practice Tests can be found at the back of the book.
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B PRACTICE TEST

1. What is a key distinction between a person in a persistent vegetative
state and a person in a minimally conscious state?

d. Sleep deprivation helps people feel less depressed.
e. Animals die when deprived of sleep for extended periods.

. The person in the minimall nsci is less r nsi 2 0 .
a € perso the ally conscious state 1s less responsive to 6. Four students discuss a hypnotist’s performance on campus. Which stu-

her or his surroundings. : 35 . . .
e i by o B dent’s claim about hypnotism is most consistent with current evidence?

b. The person in the persistent vegetative state is more likely to
regain full consciousness at some point in the future.

c. The person in the minimally conscious state shows some degree b
of brain activity, whereas the person in the persistent vegetative

a. “We just witnessed a bunch of people acting goofy solely because
they thought they were supposed to act goofy.”

. “I can’t believe the hypnotist was able to make those people do
things they would usually be so opposed to!”

state shows 1o brain activity. c. “What worries me is that someone could hypnotize me without

d. The person. in the mil'dimally consc'ious staté 1% dreaming, whereas my even knowing about it.”

the personfinithe persistent vegetative state s inta coma: d. “It’s pretty cool that a hypnotist could help those people enter an

2. A researcher asks study participants to play a word game in which they
unscramble letters to form words. In Condition A, the unscrambled
words are outgoing, talkative, and smile. In Condition B, the unscrambled
words are standoffish, silent, and frown. After participants complete the
word game, they meet and interact with a stranger. What do you pre-
dict participants’ behaviour during that interaction will reveal?
a. Participants in Conditions A and B will behave nearly identically.
b. Participants in Condition A will be more friendly toward the

stranger than will participants in Condition B.

altered state of consciousness.”

7. Which of the following instruction sets would a yoga teacher trained
in concentrative meditation be most likely to give?

a. “Close your eyes while sitting in a comfortable position. Let your
thoughts move freely through your mind, like clouds passing
through the sky. Acknowledge them, but do not react to them.”

b. “Lying on your back, rest your hands gently on your abdomen. As
you breathe in and out, focus attention on your breath. Notice
the rhythmic rise and fall of your abdomen and the slow, deep

c. Participants in Condition B will be more friendly toward the )
movement of your chest.

stranger than will participants in Condition A.
8. Match each of the following drugs with the appropriate description of

a user’s typical response: alcohol, marijuana, MDMA, opiates, stimulants.
a. increased heart rate, elevated mood, restlessness

3. A study participant who has a severed corpus callosum is asked to
focus on a dot in the middle of a computer screen. After a few sec-
onds, a car appears on the left half of the screen while an automobile
tire appears on the right half of the screen. How will the participant
most likely respond if asked to describe the objects in the pictures?

. relaxation, contentment, vivid perceptual experiences

. impaired motor skills, decreased sexual performance

. energy, slight hallucinations
. lack of pain, euphoria, intense pleasure

o Ao o

a. The participant will say he saw a tire and will draw a car.

b. The participant will say he saw a car and will draw a tire.

c. The participant will say he saw a car and a tire, but he will not be
able to draw either object.

9. A group of people are talking about their weekend plans. Which of
the following statements suggest the most understanding regarding
d. The participant will draw a car and a tire, but he will not be able alchohol’s effects? Multiple responses may be correct.

to name either object. a. “I've been in a crummy mood all week. I'm heading to the bar

. . . ) tonight to chase my blues away with beer.”
4. For each description below, name the sleep disorder: insomnia, apnea, N u J

narcolepsy, or somnambulism.

a. Despite feeling well-rested, Marcus falls asleep suddenly
while practicing piano.

b. Emma walks through the living room in the middle of the

b. “I've been really stressed out all week. I just need a few beers to
help me unwind and get my mind off all this work.”

c. “I won't drink tonight because I really need a good night’s sleep
and I always wake up insanely early after I drink.”

. “I think ill gi he liqui I
night, seemingly oblivious to those around her. d think a beer or two VVj give me the liquid courage I need to
. . . ask Jordan out on a date.
c. Sophia spends most of the night trying to fall asleep.

d. Ivan’s roommate regularly complains that Ivan’s snoring
wakes him multiple times throughout the night.

10. Which of the following phenomena are best described as symptoms
of physical dependence?

i i i i i a. strong cravings for the substance
5. Which of the following pieces of evidence suggest sleep is an adap- b

tive behaviour? Check all that apply.

. elevated tolerance for the substance
c. habitually reaching for the substance when in certain environ-

a. A few days of sleep deprivation do not impair physical strength. e (s, Helbines @ g enoh e om s i Jae @)

b: Al ey degp. d. using the substance as prescribed by a physician

c. It is impossible to resist indefinitely the urge to sleep.

B PSYCHOLOGY AND SOCIETY

. Consider the critical thinking skills highlighted in this chapter: circu-
lar reasoning and slippery slope thinking. To find examples of lapses
in either or both of these critical thinking skills, search through
newspapers, blogs, and other sources for articles related to the use of
medical devices to maintain the lives of people in a coma, the med-
ical use of marijuana, and the mental and physical health benefits of
practicing meditation. Write a paragraph explaining the lapses you

@ Find more review materials online at www.wwnorton.com/psychologicalscience.

find and how the writers (or thinkers being written about) might
have avoided them.

2. Many Canadians experiment with illicit drugs, especially before
adulthood. Only some of those who try drugs will develop substance
use problems. Using what you have learned from this chapter and
previous chapters, provide at least three explanations for why some
people might be more likely to become addicted.
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Sensation and Perception

WHEN HELEN KELLER WAS 19 MONTHS OLD, she completely lost the senses of sight and
hearing. Her life became dark and silent, and for her the world existed only through touch,
smell, and taste. She recognized her parents, and determined her location, by touch and by
smell. But otherwise she was completely isolated in a mental prison. Realizing that others could
communicate but she could not, she became so enraged and frustrated that she threw daily
tantrums. She later wrote, “Sometimes, | stood between two persons who were conversing
and touched their lips. | could not understand, and was vexed. | moved my lips and gesticu-
lated frantically without result. This made me so angry at times that | kicked and screamed
until | was exhausted” (quoted by Diane Schuur in Time magazine, June 14, 1999, para. 1).

When Keller was six years old, her parents sought assistance from Alexander Graham Bell,
who invented devices such as the telephone while living in Canada. Bell also taught a sys-
tem called “Visible Speech” to deaf children, and he put the Kellers in touch with the Perkins
School for the Blind.

How Do We Sense Our Worlds? = |n Touch, Sensors in the Skin Detect What Are the Basic Perceptual Processes?
= Stimuli Must Be Coded to Be Understood Pressure, Temperature, and Pain = Perception Occurs in the Brain
by the Brain = Object Perception Requires Construction

= |n Hearing, the Ear Detects Sound Waves

= Psychophysics Relates Stimulus to - ) = Depth Perception Is Important for Locating
= |n Vision, the Eye Detects Light Waves

Response Objects
= Critical Thinking Skill: Recognizing the = Humans and Animals Have Other Sensory  m Culture Influences Perception
Effects of Context on Judgments Systems = Size Perception Depends on Distance
Perception

= The Evidence for Extrasensory Perception
(ESP) Is Weak or Nonexistent

i ?
What Are the Basic Sensory Processes? = Motion Perception Has Internal and

= |n Taste, Taste Buds Detect Chemicals External Cues

= In Smell, the Nasal Cavity Gathers = Critical Thinking Skill: Understanding That 4 Perceptual Constancies Are Based on
Odorants Perception Can Be Deceiving Ratio Relationships
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FIGURE 5.1 Keller and Sullivan Eight-
year-old Helen Keller (left) sits with her
teacher, Anne Sullivan, in 1888.

LEARNING OBJECTIVES
Explain how we sense and
perceive things (objects and
events).

Explain how scientists study our
sensory systems.

sensation The sense organs’ responses to
external stimuli and the transmission of these
responses to the brain.

perception The processing, organization,
and interpretation of sensory signals; it results
in an internal representation of the stimulus.

FIGURE 5.2 From Sensation to Perception

Stimulus

Through the school, the Kellers hired a teacher, Anne Sullivan, to teach Helen to com-
municate with signs. At first, Helen simply mimicked Sullivan’s strange hand motions,
making no sense. One day, Sullivan ran water over one of Helen's hands while spelling
w-a-t-e-r in the other, and Helen made the connection. She grabbed some dirt and
asked Sullivan to spell its name. By evening, Helen had memorized her first 30 words
in sign language and had begun a life of both passionate learning and social activism
(FIGURE 5.1).

Try to imagine what it would be like to go through most of your life, as Helen Keller
did, without being able to see or hear. Further, try to imagine what it would be like to
be not only blind and deaf but also unable to smell, unable to taste, and unable to
feel pain or temperature. You would still feel hunger and other bodily sensations, such
as fatigue, but you would know no world beyond your body’s boundaries. You would
have no way of knowing about other people or an environment outside your body.
You would be completely alone: No one could communicate with you, and you could
communicate with no one. What would you do without sensation, your windows to the
world, and perception, your ability to make sense of your sensory experiences?

How Do We Sense Our Worlds?

Psychological scientists often divide the way we experience the world into two
distinct phases: sensation and perception. Sensation is our sense organs’ detection of
and responses to external stimulus energy (light, air vibrations, odours, and so on)
and how those responses are transmitted to the brain. It is an elementary experi-
ence such as colour or motion without the more complex perceptual experience
of what is being seen or what is moving. Perception is the brain’s further process-
ing of these detected signals that results in internal representations of the stimuli—
representations that form a conscious experience of the world. Whereas the essence
of sensation is detection, the essence of perception is construction of useful and
meaningful information about a particular environment. For example, a green light
emits photons that are detected by specialized neurons in the eyes, which transmit
signals to the brain (sensation). The brain processes those neural signals, and the
observer experiences a green light (perception; FIGURE 5.2).

The study of sensation and perception is the study of the bodily systems that
convert stimulus energy into useful information. This chapter will discuss how the
sense organs detect various types of stimulus energy, how the brain constructs

Sensation Perception

A green light emits physical Sensory receptors in the driver’s The stimulus is transduced The driver’s brain processes the

properties in the form of eyes detect this stimulus. (translated into chemical and neural signals and constructs a

photons (light waves). electrical signals that are representation of a green light
transmitted to the brain). ahead, which is interpreted as a

sign to continue driving.
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information about the world on the basis of what has been detected, and how we
use this constructed information to guide ourselves through the world around us.
Perception is often based on our prior experiences, which shape our expectations
about new sensory experiences. You are unlikely to see a blue, apple-shaped object
as a real apple, for example, because you know from past experience that apples are
not blue. An important lesson in this chapter is that our perception of the world
does not work like a camera or tape recorder, faithfully and passively capturing the
physical properties of stimuli we encounter. Rather, what we sense (what we see, hear,
taste, touch, or smell) is the result of brain processes that actively construct percep-
tual experiences and, as a result, allow us to adapt to our environments’ details. This
system can get the details wrong, sometimes by filling in information that has not
been provided, but it does so in an intelligent and efficient way that still produces a
meaningful understanding of what is and what happens. Because of the different
adaptive challenges that humans and the various nonhuman animals have faced,
humans are sensitive to different types of physical energy than nonhuman animals
are, and so this chapter focuses on sensation and perception as they operate in humans.

Stimuli Must Be Coded to Be Understood by the Brain

Our sensory organs’ translations of stimuli’s physical properties into neural impulses

1s called sensory coding. The different features of the physical environment are coded

by difterent neural impulse patterns. Thus a green stoplight will be coded by a

particular neural response pattern in the eye’s retina before being read by the brain;

when the hand touches a hot skillet, other neurons, in the hand and in the brain,

will signal pain. The brain cannot process raw stimuli, so the stimuli must be trans-

lated into chemical and electrical signals the brain can interpret. Sensory coding

therefore begins with transduction, in which sensory recepfors, specialized neurons  transduction A process by which sensory
in the sense organs, pass impulses to connecting neurons when the receptors receive receptors produce neural impulses when they
physical or chemical stimulation. Connecting neurons then transmit information to receive physical or chemical stimulation,
the brain in the form of neural impulses. Most sensory information first goes to the

thalamus, a structure in the middle of the brain. Neurons in the thalamus then send

information to the cortex, where incoming neural impulses are interpreted as sight,

smell, sound, touch, or taste. (For the brain regions, see Figure 3.24. TABLE 5.1 lists

the stimuli and receptors for each major sensory system. The brain’s interpretation

of these impulses—perception—is discussed later in this chapter.)

Table 5.1 The Stimuli, Receptors, and Pathways for Each Sense

Sense Stimuli Receptors Pathways to the Brain
Taste Molecules dissolved in fluid Taste cells in taste buds on the tongue Portions of facial, glossopharyngeal, and vagus
on the tongue nerves
Smell Molecules dissolved in fluid Sensitive ends of olfactory neurons in the Olfactory nerve
on mucous membranes in mucous membranes
the nose
Touch Pressure on the skin Sensitive ends of touch neurons in skin Trigeminal nerve for touch above the neck,
spinal nerves for touch elsewhere
Hearing Sound waves Pressure-sensitive hair cells in cochlea Auditory nerve
of inner ear
Vision Light waves Light-sensitive rods and cones in retina Optic nerve
of eye
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FIGURE 5.3 Qualitative versus
Quantitative Sensory Information
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CHAPTER 5:

Neural firing
frequency

To function effectively, our brains need qualitative and quantitative information
about a stimulus. If you were waiting to cross a city street, qualitative information
would include knowing whether the nearby traffic light is red or green. The differ-
ence between sounds—say, a tuba’s honk versus a flute’s toot—is qualitative. The dif-
ference between a salty taste and a sweet one is qualitative. We can identify qualitative
differences because difterent sensory receptors respond to qualitatively different stim-
uli. In contrast, quantitative differences in stimuli are coded by the speed of a partic-
ular neuron’s firing—a more rapidly firing neuron is responding at a higher frequency
to, for example, a brighter light, a louder sound, or a heavier weight (FIGURE 5.3).

In most sensory systems, receptors provide coarse coding, in which sensory qual-
ities are coded by only a few different types of receptors, each of which responds
to a broad range of stimuli. The combined responses by different receptors firing
at different rates allow us to tell the difference between, for example, lime green
and forest green or between a pinch on the arm and a shove. Sensation and per-
ception are a symphony of sensory receptors and the neurons those receptors com-
municate with, each firing in different combinations and at different rates; as
discussed in Chapter 4, the sum of this activity is consciousness, the huge range of
perceptions that make up our experience of the world.

Psychophysics Relates Stimulus to Response

Humans have long understood that perceptual experience is constructed from infor-
mation detected by the sense organs. For more than a century, psychological scien-
tists have tried to understand the relationship between the world’s physical properties
and how we sense and perceive them. Psychophysics, a subfield developed during the
nineteenth century by the German researchers Ernst Weber and Gustav Fechner, exam-
ines our psychological experiences of physical stimuli. It assesses how much physical
energy is required for our sense organs to detect a stimulus, for example, and how
much change is required before we notice that change.To test such things, researchers
present very subtle changes in stimuli and observe how participants respond. They study
the limits of humans’ sensory systems, which are remarkably sensitive.

SENSORY THRESHOLDS As noted throughout Chapter 4, your sensory organs
constantly acquire information from your environment, much of which you do
not notice. The absolute threshold is the minimum intensity of stimulation that must
occur before you experience a sensation, or the stimulus intensity detected above

Quantitative Information
Sensory receptors respond to quantitative
differences by firing at different rates.

Qualitative Information
Sensory receptors respond to qualitative
differences by firing in different combinations.

Time — Time —

A green light is coded by different
receptors than a red light.

A bright light causes receptors to fire more
rapidly (at a higher frequency) than a dim light.

Sensation and Perception



Table 5.2 Approximate Absolute Sensory Threshold (Minimum

Stimulus) for Each Sense

Sense Minimum Stimulus

Taste One teaspoon of sugar in 7.5 litres of water

Smell One drop of perfume diffused into the entire volume of six rooms
Touch A fly’s wing falling on your cheek from a distance of 1 centimetre
Hearing The tick of a clock at 6 metres under quiet conditions

Vision A candle flame seen at 50 kilometres on a dark, clear night

chance.The absolute threshold for hearing is the faintest sound a person can detect
50 percent of the time (FIGURE 5.4). For instance, how loudly must someone in
the next room whisper for you to hear it? In this case, the absolute threshold for
auditory stimuli would be the quietest whisper you could hear half the time.
(TABLE 5.2 lists some approximate minimum stimuli for each sense.)

A difference threshold is the just noticeable difference between two stimuli—
the minimum amount of change required for a person to detect a difference. If
your friend 1s watching a television show while you are reading and a commer-
cial comes on that is louder than the show, you might look up, notic-
ing .that somethm.g has changed: The difterence thresho%d is the Absolute Tresn .
minimum change in volume required for you to detect a difference. 100~ | intensity at which participants (correctly)
The difference threshold increases as the stimulus becomes more detect a stimulus on 50 percent of the
. . . trials in which it is presented.
intense. Pick up a 30-gram letter and a 60-gram letter, and you will
easily detect the difference. But pick up a two-kilogram package
and a package weighing 30 grams more, and the difference will be
harder, maybe impossible, to discern. This principle, Weber’s law, states
that the just noticeable difference between two stimuli is based on a
proportion of the original stimulus rather than on a fixed amount
of difference. The formula for Weber’s law is AI/I = a constant, so
if you can detect a single candle when you have 10 candles (1/10 = .1),
you will need 10 candles to detect a difference in brightness when 0
you have 100 candles (10/100 = .1). This key psychological princi- Low > High
ple about difference applies in many different contexts and not just to Stimulus intensity
perception. FIGURE 5.4 Absolute Threshold

Accuracy

percentage 50

CRITICAL THINKING SKILL

Recognizing the Eftects
of Context on Judgments

Are you smart? Are you beautiful? Are you good in math? Any judgment
you make about yourself will be affected to a large extent by the context
in which you make it. For example, to what or whom are you comparing
yourself? In fact, context affects any judgment (Is that person trustworthy?
Is that sunburn painful? Who is rich?), although we often make comparisons
automatically and usually without being conscious that we are relying on
some comparator.
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FIGURE 5.5 Think Critically: Context
Matters If you had seen just the detail,
would you have guessed the bigger picture?
The girl turns out to be crying because she is
at a Justin Bieber performance at MuchMusic
headquarters in Toronto.

signal detection theory (SDT) A theory of
perception based on the idea that the
detection of a faint stimulus requires a
judgment—it is not an all-or-none process.

Imagine sitting in a windowless room illuminated with one small can-
dle. If you light a second candle, the room will appear much brighter. Now
imagine sitting in a room lit brightly by several 200-watt lightbulbs. If you
light a small candle here, the room’s brightness might not difter perceptu-
ally. In other words, the subtle effects of context within a situation can
become obvious when that situation is viewed from afar or later or in the
abstract (FIGURE 5.5).

Context eftects also extend beyond immediate perceptions, across a wide
range of events. For example, people generally define their own social and
physical characteristics by comparing themselves with others (Alicke,
LoSchiavo, Zerbst, & Zhang, 1997). Often without realizing they are doing
it, many women compare themselves with the highly attractive and ultra-
thin models in advertising. Since the viewers cannot match the perfect, air-
brushed images they encounter, they experience negative feelings (e.g.,
Bower, 2001). If the viewers are prone to making immediate comparisons,
their moods become more negative, and they feel more dissatistied with their
own bodies (Tiggermann & McGill, 2004). One study found that when male
and female university students viewed beautiful models, they rated photos
of more-average-looking people as less attractive than did a similar group
of university students who did not see the models’ photos (Kenrick, Montello,
Gutierres, & Trost, 1993).

Research has shown that we do not completely control comparisons we
make unconsciously. However, Gilbert, Giesler, and Morris (1995) have
found that we can control comparisons by either avoiding some encoun-
ters or rejecting conclusions we have come to in the past. Thus women prone
to feeling bad about themselves after seeing advertisements with seemingly
perfect models could stop reading magazines that carry such advertisements,
or they could continue to read the magazines but remind themselves that
these models set unattainable standards that do not apply to real people.
Women can define themselves as students, writers, scientists, mothers, and
so on, and reject fashion models as their standards for comparison. Under-
standing the basis for any comparison is the key to making a sound judg-
ment related—positively or negatively—to that comparison.

SIGNAL DETECTION THEORY Classical psychophysics was based on the idea of a
sensory threshold; either you saw something or you did not, depending on whether
the intensity of the stimulus was above or below the sensory threshold. As research
progressed, however, it became clear that early psychophysicists had ignored an
important variable: human judgment. Imagine you are a participant in a study of
sensory thresholds. You are sitting in a dark room, and an experimenter asks if you
detect a faint light, hear a faint sound, or feel a very light touch on your arm. Even
if you do not detect this stimulus, you might ask yourself if you do—or if you
should, since someone has asked about it. You might convince yourself you had
sensed a weak stimulus that had not been presented, or you might fail to detect a
weak stimulus that had been presented. After realizing that their methods of testing
absolute thresholds were flawed, researchers formulated signal detection theory
(SDT), which states that detecting a stimulus requires making a judgment about its
presence or absence, based on a subjective interpretation of ambiguous information.

SDT applies, for example, to the work of radiologists, who scan medical images
to detect early signs of disease. A radiologist might be looking for the kind of faint
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shadow that signals an early-stage cancer and, even after years of training and expe-
rience, have difficulty judging whether an abnormality in the image is likely can-
cerous. The radiologist’s knowledge of the patient (e.g., age, sex, family medical
history) will likely affect this judgment; so, of course, will factors such as the radi-
ologist’s levels of both motivation and attention. Moreover, the knowledge of the
consequences can influence a radiologist’s judgment: Being wrong could mean
missing a fatal cancer or, conversely, causing unnecessary and potentially danger-
ous treatment. Because stimulus-based judgment is critical in radiologists’ work and
so many other areas, signal detection is a central topic in psychology.

Research on signal detection involves a series of trials in which a stimulus
is presented in only some trials. In each trial, participants must state whether
they sensed the stimulus. Any trial in which participants judge whether an event
occurs can have one of four outcomes (FIGURE 5.6). If the signal is presented and
the observer detects it, the outcome is a hit. If the participant fails to detect the
signal, the outcome is a miss. If the participant “detects” a signal that was not
presented, the outcome is a false alarm. If the signal is not presented and the
observer does not detect it, the outcome is a correct rejection. The participant’s
sensitivity to the signal is usually computed by comparing the hit rate with the
false-alarm rate—thus correcting for any bias the participant might bring to the
testing situation.

Response bias refers to a participant’s tendency to report detecting the signal in
an ambiguous trial. The participant might be strongly biased against responding
and need a great deal of evidence that the signal is present. Under other con-
ditions, that same participant might need only a small amount of evidence. For
example, a radiologist checking a CAT scan for signs of a brain tumour might
be extra cautious about accepting any abnormality as a signal (i.e., a tumour),
since a positive response could lead to drastic and dangerous neurosurgery. A
doctor checking an X-ray for signs of a broken bone might be more willing to
make a positive diagnosis, since treatment, although uncomfortable, will most
likely not endanger the life of the patient. People’s expectations often influence
the extent to which they are biased. For instance, a soldier expecting an immi-
nent attack will likely err on the side of responding, such as by mistaking a dim
shape as an enemy when in fact no one is there. Higher-level processes in the
brain, such as beliefs and expectancies, influence how sensations from the envi-
ronment are perceived.

SENSORY ADAPTATION Sensory systems are tuned to detect environmental
changes: It is important for us to be able to detect such changes, because
they might require responses, while it is less critical to keep responding to
unchanging stimuli. Sensory adaptation is a decrease in sensitivity to a con-
stant level of stimulation (FIGURE 5.7). As such, it exemplifies this book’s
theme that the mind is adaptive. Imagine, for example, you are studying in
the library when work begins at a nearby construction site. When the
equipment starts up, the sound seems particularly loud and disturbing. After
a few minutes, however, you hardly notice the noise; it seems to have faded
into the background. Researchers have often noticed that if a stimulus is
presented continuously, the responses of the sensory systems that detect it
tend to diminish over time. Similarly, when a continuous stimulus stops, the
sensory systems usually respond strongly as well. If the construction noise
suddenly halted, you would likely notice the silence. As discussed later in
this chapter, focusing on such adaptations helps researchers explore the
nature of sensory systems.

There are four possible outcomes when a
subject is asked whether something
occurred during a trial.

Response given

Yes No
On Hit Miss
Stimulus
signal
Off False Correct

alarm  rejection

Those who are biased toward reporting a
signal tend to be “yea-sayers.”

Response given
Yes No

On 89% 11%

Stimulus
signal

off  41% 59%

Those who are biased toward denying that a
signal occurred tend to be “nay-sayers.”

Response given
Yes No

On 45% 55%

Stimulus
signal

Off  26% 74%

FIGURE 5.6 Payoff Matrices for Signal
Detection Theory

FIGURE 5.7 Sensory Adaptation Because of sensory
adaptation, people who live near constant noise, such as
those (pictured here) who live near London’s Heathrow
Airport, eventually become less aware of the noise.
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C)SSUMMING UP

How Do We Sense Our Worlds?

The study of sensation focuses on the way our sense organs respond to and detect
external stimulus energy. Stimuli need to be transduced for the brain to use their
information. Qualitative aspects of stimuli, such as colour and bitterness, are coded
by the combination of the specific receptors each activates. Sensory coding for quan-
titative factors, such as intensity and loudness, depends on the number of neurons
firing and how frequently they fire. The development of psychophysical methods has
allowed scientists to study psychological reactions to physical events. Psychophysical
methods can be used to determine thresholds for detecting events and for noticing
change. These thresholds can be influenced by situational factors and by biases in
human judgment.

(») MEASURING UP

1. Suppose you are designing an experiment to determine the absolute
threshold for detecting a salty taste. You plan to give participants plain
water that .

a. always has a small amount of salt in it
b. sometimes has a small amount of salt in it and sometimes has no salt

You plan to have them sip a small amount of water and tell you

a. whether they taste salt or no salt
b. how much salt is in each sip from different glasses of water

You will use the participants’ responses to calculate an absolute threshold for
tasting salt by .

a. comparing hits and false alarms

b. calculating the amount of salt used in each sip of water

FIGURE 5.8 How We Taste

ED Stimulus @A Receptor
When you bite into something, taste receptors in taste buds (on
molecules dissolve in fluid on your tongue and in your mouth and
your tong{Je and are received by... throat), which transmit that signal...

Papillae Taste buds Taste receptor

Nerve fibre
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2. What is Weber's law?

a. When participants are unsure whether they can detect a stimulus, they
will guess about it.

b. Some people are biased toward saying they detected something, and
others are biased toward saying they detected nothing.

c. We are especially tuned to detect changes in stimulation.

d. The amount of physical energy needed to detect a change in sensation
depends on the proportional change from the original stimulus.

What Are the Basic Sensory Processes?

As discussed above, Helen Keller was blind and deaf. In scientific terms, her perceptu-
al experience was restricted because her visual and auditory systems were damaged so
that the neurons in her brain that constructed visual and auditory perceptions did not
receive any sensory signals. Keller’s situation helps illustrate how information about the
world gets into the brain: Only the neurons in the sensory organs respond directly to
events in the world. The neurons in the brain do not respond to events in the world;
they respond only to input from other neurons. This section discusses how each sense
organ detects stimuli and how the resulting information is then sent to the brain.

In Taste, Taste Buds Detect Chemicals

The job of gustation, our sense of taste, is to keep poisons out of our digestive sys-
tems while allowing good food in. The stimuli for taste are chemical substances
from food that dissolve in saliva, though how these stimuli work is still largely a
mystery. The taste receptors are part of the taste buds, which are mostly on the
tongue (in the tiny, mushroom-shaped structures called papillae) but are also spread
throughout the mouth and throat. An individual has anywhere from 500 to 10,000
taste buds. When food stimulates them, the taste buds send signals to the brain,
which then produces the experience of taste (FIGURE 5.8).

) Pathway to the brain () Resulting perception
As a result, you know

the taste is good -

along a cranial nerve, through
the thalamus, to other areas
of your brain.

Thalamus

N
<(>LEARNING OBJECTIVES

Trace the neural processes from
the receptor to the brain for taste,
smell, touch, hearing, and vision.

Describe the process of pain
perception and how the perception
of pain can be reduced.

gustation The sense of taste.

taste buds Sensory receptors that
transduce taste information.
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FIGURE 5.9 Try for Yourself: Are You a Supertaster?

In all the senses, a near-infinite variety of perceptual experiences arises from
the activation of unique combinations of receptors. Scientists once believed that
different regions of the tongue are more sensitive to certain tastes, but they now
know that the different taste buds are spread relatively uniformly throughout the
tongue and mouth (Lindemann, 2001). Every taste experience is composed of a
mixture of five basic qualities: sweet, sour, salty, bitter, and umami. Umami (Japanese
for “savoury” or “yummy”) has only recently, within the last decade, been recog-
nized by scientists as a fifth taste sensation (Krulwich, 2007). This delicious taste
was perhaps first created intentionally in the late 1800s, when the famous French
chet Auguste Escoffier invented a veal stock that did not taste sweet, sour, salty, or
bitter. Independently of Escoffier,in 1908, the Japanese cook and chemist Kikunae
Tkeda identified it as arising from the detection of glutamate, an excitatory neuro-
transmitter that occurs naturally in foods such as meat, some cheese, and mush-
rooms. Glutamate is the sodium salt in glutamic acid, and as monosodium glutamate,
or MSG, which is commercially available under the brand name Accent, it can be
added to various foods as a “flavour enhancer.” To identify the flavor of umami,
you might taste a food that does not include Accent, add Accent to it, and then
taste it again. But beware: Some people experience odd sensory effects and/or
headaches after consuming MSG.

Taste alone does not affect how much you like a certain type of food. As you
might know from having had colds, food seems tasteless if your nasal passages are
blocked—taste relies heavily on the sense of smell. A food’s texture also matters:
Whether a food is soft or crunchy, creamy or granular, tender or tough affects the
sensory experience, as does the extent to which the food causes discomfort, as can
happen with spicy chilies. The entire taste experience occurs not in your mouth
but in your brain, which integrates
these various sensory signals.

Some people experience especially

Do you wonder if you are a supertaster? Supertasters tend to be thin and to dislike vegetables intense taste sensations, a trait largely
that can be bitter, such as broccoli. Women are more likely to be supertasters than men are. determined by genetics.These individ-

Supertasters are born with more taste buds and are more likely to become professional chefs
or wine tasters. To determine if you are a supertaster, the psychologist Linda Bartoshuk

suggests the following test:

uals, known as supertasters, are highly
aware of flavours and textures and are

€D Punch a small hole (about 7 mm) into a small square of wax paper. more likely than others to feel pain

) Swab some blue food colouring on the front of your tongue, then place the wax paper over it.

E) Use a magnifying glass to view the part of your tongue that shows through the small hole.

@ You will see pink dots, which are the papillae. They remain pink because they do not
take up the blue dye. Count the number of pink dots you can see in the small hole.

Result: In general, fewer than 15 papillae means you have fewer taste buds than average,
15-35 is average, and above 35 means you are probably among the 25 percent of the

population who are supertasters.

when eating very spicy foods
(Bartoshuk, 2000). First identified by
their extreme dislike of bitter sub-
stances, supertasters have nearly six
times as many taste buds as normal
tasters. Although it might sound
enjoyable to experience intense tastes,
many supertasters are especially picky
eaters because particular tastes can
overwhelm them. When it comes to
sensation, more 1is not necessarily
better (FIGURE 5.9).

Our individual taste preferences—
for example, that some people hate
anchovies and others love them, that
some people prefer spicy foods and
others prefer bland ones—come partly
from our different numbers of taste

receptors. The same food can actually
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taste different, because the sensation associated with that food differs in different
people’s mouths. But cultural factors influence taste preferences as well.

Cultural influences on food preferences—for example, whether people eat crois-
sants or bagels for breakfast—Dbegin in the womb. In a study of infant food pref-
erences, pregnant women were assigned to four groups: Some drank carrot juice
every day during the last two months of pregnancy, then drank carrot juice again
every day during the first two months affer childbirth; some drank a comparable
amount of water every day during both of those periods; some drank carrot juice
during the first period, then drank water during the second period; and some drank
water during the first period, then drank carrot juice during the second period
(Mennella, Jagnow, & Beauchamp, 2006). All the mothers breast-fed their babies,
so the taste of what each mother ate was in the breast milk that constituted each
newborn’s sole food source during the first few months of life. When the babies
were several months old, they were all fed carrot juice (either alone or mixed with
their cereal). The infants whose mothers drank carrot juice either during the two
months before childbirth, the first two months after childbirth, or both periods
showed a preference for carrot juice compared with the infants whose mothers
drank water during those same months. Thus, through their own eating behaviours
before and immediately following birth, mothers apparently pass their eating pref-
erences on to their offspring. Once again, as noted throughout this book, nature
and nurture are inextricably entwined.

In Smell, the Nasal Cavity Gathers Odorants

Lacking vision and hearing, Helen Keller relied on her other senses. She called her
sense of smell a “potent wizard” that guided her through life. In general, however,
humans’ sense of smell is vastly inferior to that of many animals (FIGURE 5.10), such
as dogs, in part because we rely mainly on vision. Dogs have 40 times more olfac-
tory receptors than humans do, and thus they are 100,000 to 1,000,000 times more
sensitive to odours than humans are.Yet smell’s importance to us in our daily lives
is evidenced by the vast sums of money we spend on both deodorants and mouth-
wash, at least in Western cultures.

FIGURE 5.10 Try for Yourself: How Is Your Sense of Smell?

You might be surprised to learn that most people have difficulty naming even common odours,
but there is an easy way to test people’s ability.

Ask friends or family members to smell foods from the fridge
or cupboard with their eyes closed and then to name what
they smell. For the most convincing results, choose foods

that almost everyone is familiar with, such as peanut butter or
orange juice. You can also try common spices, such as cloves.

Result: Your participants will probably not identify the smells of
food items at least 50 percent of the time (de Wijk, Schab, &
Cain, 1995).

Explanation: Although people generally can tell whether
something smells good or bad, and even young children are
good at describing whether a smell belongs to something
edible or something dangerous, most people are surprisingly
bad at identifying common food odours. People may do better
if you name possibilities, such as that the smell is from either a
banana or licorice. Moreover, practice sometimes leads to
better identification: Some people can develop enhanced
abilities to identify odours.

Real World
PSYCHOLOGY
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olfaction The sense of smell, which occurs Of all the senses, smell, or olfaction, has the most direct route to the brain, but
when receptors in the nose respond to it may be the least understood. Like taste, it involves the sensing of chemicals that

chemicals. come from outside the body. We smell something when chemical particles, or

odorants, pass into the nose and, when we sniff, into the nasal cavity’s upper and

back portions. In the nose and the nasal cavity, the odorants come into contact
olfactory epithelium The thin layer of with the olfactory epithelium, a thin layer of tissue embedded with smell recep-
tissue, within the nasal cavity, that is tors; these receptors transmit information to the olfactory bulb, the brain centre
embedded with smell receptors. for smell, just below the frontal lobes. From here, smell information goes direct
olfactory bulb The brain centre for smell, to other brain areas. Unlike other sensory information, smell signals bypass the

located below the frontal lobes. thalamus, the early relay station. One imaging study found that areas in the brain’s

prefrontal cortex process information about whether a smell is pleasant or aver-
sive, whereas the smell’s intensity is processed in another brain region, the amyg-
dala (Anderson et al., 2003). The prefrontal cortex is also involved in emotion
and memory, so it is not surprising that olfactory stimuli can evoke feelings and
memories (FIGURE 5.11). For example, many people find that the aromas of cer-
tain holiday foods cooking, the smell of bread baking, and/or the fragrance of par-
ticular perfumes generate fond childhood memories. When a perfume commercial
on television claimed that the object of your desire would not be able to forget
you if you wore the advertised perfume, the advertisers were linking scent with
memory—and counting on the object of your desire finding the scent (and thus
the memory of you) pleasant!

Researchers have identified thousands of receptors in the olfactory epithe-
lium, each responsive to a different chemical group. It remains unclear exactly
how these receptors encode distinct smells. One possibility is that each recep-
tor type is uniquely associated with a specific odour (one type would encode,

FIGURE 5.11 How We Smell

@D stimuli @ Receptor
When you smell something, Olfactory receptors, in the olfactory
odorants pass into your epithelium, transmit the signal to the
nose and nasal cavity. olfactory bulb, which transmits it...

Olfactory bulb Olfactory nerve

Odorants

Olfactory Receptors
epithelium
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for example, only the scent of roses); this explanation is unlikely, however, given
the huge number of scents we can detect. Another possibility, more likely to be
correct, is that each odour stimulates several receptors and that the activation
pattern across several receptor types determines the olfactory perception (Lledo,
Gheusi, & Vincent, 2005).

According to the Israeli researchers Yaara Yeshurun and Noam Sobel (2010),
although humans can discriminate among thousands of different odours, most
people are pretty bad at identifying odours by name. What humans can readily
do is say whether an odour is pleasant or unpleasant. Many are often surprised
to find out that people have difficulty naming odours, but you can test this by
asking your friends or family to name familiar food items from the fridge.You will
probably find that they are unable to name the smell of odorous household items
at least 50 percent of the time (de Wijk, Schab, & Cain, 1995; see Figure 5.10).
At the same time, the available evidence indicates that women are generally bet-
ter than men at identifying odours (Bromley & Doty, 1995; Lehrner, 1993; Schab,
1991).

As we age, our sensory and perceptual systems become less acute. But a dete-
riorating sense of smell can signal problems beyond the normal changes that occur
with aging. A series of recent studies has found that an impaired sense of smell is
associated with an increased risk of mental decline and of Alzheimer’s disease, a
devastating condition more prevalent in older adults. Alzheimer’s disease causes a
rapid decline in cognition, such that in its most advanced states, people with this
disease are unable to recognize family members or care for themselves. In one study,
older adults with an average age of 80, who were well enough to be living in the
community, were given a smell identification test (Wilson et al.,2007).These older

Prefrontal

cortex (processes
whether smell is
pleasant or aversive)

E) Pathway to the brain ) Resulting perception
along the olfactory nerve, to areas
of the cortex and amygdala.

memories related to the smell.

As a result, you know the smell is
good or bad and may even experience
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adults were followed for five years after the testing. Participants who scored in
the lowest 25th percentile on the smell identification test had a 50 percent higher
incidence of cognitive impairment five years later than those who scored in the
top 25th percentile.

In Touch, Sensors in the Skin Detect Pressure,
Temperature, and Pain

haptic sense The sense of touch. Touch, the haptic sense, conveys sensations of temperature, of pressure, and of pain
and a sense of where our limbs are in space. Anything that makes contact with our
skin provides tactile stimulation, which gives rise to an integrated experience of
touch. The haptic receptors for both temperature and pressure are sensory neurons
that terminate in the skin’s outer layer. Their long axons enter the central nervous
system by way of spinal or cranial nerves. For sensing temperature, there appear
to be separate hot receptors and cold ones, although both can be triggered at the
same time by intense stimuli (FIGURE 5.12). The simultaneous activation of hot
and cold receptors can produce strange sensory experiences, such as a false feeling
of wetness. Some receptors for pressure are nerve fibres at the bases of hair folli-
cles that respond to movement in the hair. Other pressure receptors are capsules
in the skin that respond to continued vibration, to sudden movements, and to steady
pressure. Pain receptors, discussed in greater detail below, are found throughout
the body, not just in the skin. The integration of various signals and higher-level
mental processes produces haptic experiences. For instance, stroking multiple
pressure points can produce a tickling sensation, which can be pleasant or unpleas-
ant depending on the mental state of the person being tickled. An age-old ques-
tion asks why you cannot tickle yourself, and imaging research has found that the
brain areas involved in touch sensation respond less to self-produced tactile stim-
ulation than to external tactile stimulation (Blakemore, Wolpert, & Frith, 1998;

FIGURE 5.12 How We Experience Touch: The Hapti

Skin surface

@ stimuli A
When you touch something, p ‘
your skin registers the
temperature and the pressure. 4

|_—Hair follicle

| —Haptic receptor
for pressure

@ 1 BN
\ ) Receptor
& \

\ Temperature and pressure
receptors in your skin
transmit tha}t signal...

[ /

Haptic receptor >
for pressure

Pain receptor

.+ Temperature receptor

7

200 = CHAPTER 5: Sensation and Perception



the relationship between the brain and touch is discussed further in Chapter 3,
“Biological Foundations”).

TWO TYPES OF PAIN Pain is part of a warning system that stops you from con-
tinuing activities that may harm you. Whether the message is to remove your
hand from a hot burner or to stop running when you have damaged a tendon,
pain signals that you should quit doing whatever you are doing. Children born
with a rare genetic disorder that leaves them insensitive to pain usually die young,
no matter how carefully they are supervised. They simply do not know how to
avoid activities that harm them or to report when they are feeling ill (Melzack &
Wall, 1982). Like other sensory experiences, the actual experience of pain is cre-
ated by the brain. For instance, as discussed in Chapter 3, a person whose limb
has been amputated may sometimes feel phantom pain in the nonexistent limb.
The person really feels pain, but the pain occurs because the brain misinterprets
neural activity.

Most experiences of pain result when damage to the skin activates haptic recep-
tors. The nerve fibres that convey pain information are thinner than those for tem-
perature and for pressure and are found in all body tissues that sense pain: skin,
muscles, membranes around both bones and joints, organs, and so on. Two kinds
of nerve fibres have been identified for pain: fast fibres for sharp, immediate
pain and slow fibres for chronic, dull, steady pain. An important distinction between
these fibres is the myelination or nonmyelination of their axons, which travel
from the pain receptors to the spinal cord. Recall from Chapter 3 that myelina-
tion speeds up neural signals. Myelinated axons, like heavily insulated wire, can
respond quickly; nonmyelinated axons respond more slowly. Think of a time when
you touched a hot pan.You probably can recall feeling two kinds of pain: a sharp,
fast, localized pain at the moment your skin touched the pan, followed by a slow,
dull, more diffuse burning pain. The fast-acting receptors are activated by strong

E) Pathway to the brain ) Resulting perception

along the trigeminal nerve As a result, you know how the touch feels.
(for touch above the

neck) or the spinal nerve
(for touch below the neck),
through the thalamus,

to other areas of your brain.

Thalamus

Trigeminal nerve
N
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physical pressure and temperature extremes, whereas the slow-acting receptors
are activated by chemical changes in tissue when skin is damaged. From an adap-
tive perspective, fast pain leads us to recoil from harmful objects and therefore is
protective, whereas slow pain keeps us from using the atfected body parts and there-
fore helps in recuperation (FIGURE 5.13).

GATE CONTROL THEORY The brain regulates the experience of pain, some-
times producing it, sometimes suppressing it. Ronald Melzack, a Montreal native,
pioneered much of what we know about how the brain creates the experience of
pain. Melzack spent most of his career at McGill University, where he demonstrat-
ed that psychological factors, such as past experiences, are extremely important in
determining how much pain a person feels. Along with his British collaborator
Patrick Wall (1965), Melzack formulated the gate control theory of pain, which states
that for us to experience pain, pain receptors must be activated and a neural “gate”
in the spinal cord must allow the signals through to the brain.This theory was rad-
ical in that it conceptualized pain as a perceptual experience within the brain
rather than simply a response to nerve stimulation. According to this theory, pain
signals are transmitted by small-diameter nerve fibres, which can be blocked at
the level of the spinal cord (prevented from reaching the brain) by the firing of
larger sensory nerve fibres. Thus sensory nerve fibres can “close a gate” and pre-
vent or reduce the perception of pain. This is why scratching an itch is so sat-
istying, why rubbing an aching muscle helps reduce the ache, and why
vigorously rubbing the skin where an injection is about to be given reduces the
needle’s sting. A number of cognitive states, such as distraction, can also close
the gate. Athletes sometimes play through pain because of their intense focus on
the game; wounded soldiers sometimes continue to fight during combat, often
failing to recognize a level of pain that would render them inactive at other times.
An insect bite bothers us more when we are trying to sleep and have few distrac-
tions than when we are wide awake and active.

Conversely, some mental processes, such as worrying about or focusing on the
painful stimulus, seem to open the pain gates wider. Research participants who are

FIGURE 5.13 How We Experience Touch: The Sense of Pain

Somatosensory
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When you touch something Fast fibres register According to gate control theory,
painful, you register pain sharp, fast pain. Slow neural “gates” in the spinal cord allow
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more diffuse pain. be closed when information about cord
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well rested rate the same level of a painful stimulus as less painful than do partici-
pants who are fearful, anxious, or depressed (Loggia, Mogil, & Bushnell, 2008;
Sullivan et al., 2001). Because pain is processed in the same areas of the brain as
stress, fear, and anxiety, it is a sensory experience and an emotional response. Indeed,
positive moods help people cope with pain. In a systematic review of the litera-
ture, Swedish researchers found that listening to music was an extremely eftective
means of reducing post-operative pain, perhaps because it helps patients relax
(Engwall & Duppils, 2009).

Pain perception is complex, depending on biological, psychological, and cul-
tural factors. Numerous studies have found that females generally are more sensi-
tive to pain than males are (Fillingim, 2003).That females have lower pain thresholds
has been shown both in controlled laboratory studies and in clinical studies.
According to the theory of men’s “macho” responses to pain, both sexes may feel
the same amount of pain, but men will not admit they are in pain because to do
so 1s not consistent with the male sex role. Evidence against this explanation comes
from studies of autonomic responses—that is, responses not under voluntary con-
trol. For example, women exhibit greater pupil dilation in response to pain than
men do (Ellermeir & Westphal, 1995). Females also have more complex pain man-
agement systems. For example, women are able to experience pregnancy-induced
analgesia, which reduces the perception of pain during childbirth (Gintzler & Liu,
2000). For women who menstruate, normal monthly fluctuations in hormones alter
pain perception, so that pain thresholds are lowest during the high-estrogen stages
of the menstrual cycle. Estrogen replacement therapy, which increases estrogen lev-
els in menopausal women, is also associated with increased risk of pain (Musgrave,
Vogt, Nevitt, & Cauley, 2001). These findings have important implications for the
clinical treatment of pain and may lead to pain treatments tailored to take sex dif-
ferences into account.

One new method for treating pain takes advantage of advances in brain imag-
ing that allow us to see which parts of the brain are active when we feel pain.
Pain researchers divide the perception of pain into two large areas in the brain.
One area responds to the sensory input from the part of the body that is in
pain—the dull pain of a chronic backache, the stabbing pain of a cut on the
arm, and so on. The other part of the brain that is involved when we feel pain
registers the emotional aspect of pain, which includes how unpleasant it is. When
we feel pain, both brain areas are active. Researchers have studied whether, by
engaging in activities that reduce the activity in brain areas that underlie pain
perception, people can learn to reduce pain perception. DeCharms and col-
leagues (2005) have pioneered techniques that offer great hope for people who
suffer from painful conditions. The researchers sought to teach people in pain,
many of these people in chronic pain, to visualize their pain more positively.
For example, participants were taught to think about a burning sensation as
soothing, like the feeling of being in a sauna. As they tried to learn such tech-
niques, they viewed fMRI images that showed which regions of their brains were
active as they performed the tasks. (On fMRI, see Chapter 2, “Research
Methodology.”) Many participants learned techniques that altered their brain
activity and reduced their pain.

Of course, more-traditional ways exist to control pain. Most of us have taken
legal drugs, usually ibuprofen or acetaminophen, to reduce pain perception. If you
have ever suftered from a severe toothache or needed surgery, you have proba-
bly experienced the benefits of pain medication. When a dentist administers
Novocain to sensory neurons in the mouth, pain messages are not transmitted
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Real World
PSYCHOLOGY

audition The sense of sound perception.

sound wave The pattern of the changes in
air pressure through time that results in the
percept of a sound.

eardrum (tympanic membrane) A thin
membrane, which sound waves vibrate, that
marks the beginning of the middle ear.

to the brain, so the mouth feels numb. General anaesthesia slows down the fir-
ing of neurons throughout the nervous system, and the patient becomes unre-
sponsive to stimulation (Perkins, 2007).

You can use your knowledge of pain perception anytime you need to reduce
your own pain or to help others in pain. Distraction is usually the easiest way
to reduce pain, so if you are preparing for a painful procedure or suffering after
one, watching an entertaining movie can help, especially if it is funny enough
to elevate your mood. As noted earlier, music helps you relax to deal with pain.
Rapid rubbing can benefit a stubbed toe, for example, or a finger that was caught
in a closing drawer. You will also feel less pain if you are rested, not fearful, and
not anxious. Finally, try to visualize your pain as something more pleasant. Of
course, severe pain is a warning system and should be treated by a medical
professional.

In Hearing, the Ear Detects Sound Waves

For humans, hearing, or audition, is second only to vision as a source of infor-
mation about the world. It not only is a mechanism for determining what is hap-
pening in an environment but also provides a medium for spoken language.
Hearing results when the movements and vibrations of objects cause the displace-
ment of air molecules. Displaced air molecules produce a change in air pressure,
and that change travels through the air. The pattern of the changes in air pres-
sure through time is called a sound wave. The wave’s amplitude determines its
loudness; higher amplitude is perceived as louder. The wave’s frequency determines
its pitch; higher frequencies are perceived as higher in pitch. Sound’s frequency
1s measured in vibrations per second, called hertz (abbreviated Hz). Most humans
can detect sound waves with frequencies from about 20 Hz to about 20,000 Hz.
Like (again) all other sensory experiences, the sensory experience of hearing
occurs within the brain, as the brain integrates the different signals provided by
various sound waves. Therefore, we finally have an answer to an age-old ques-
tion: If a tree falls and no one hears it, air pressure will change, but there will be
no sound unless that change is registered in a brain.

Our ability to hear is based on the intricate interactions of various regions of the
ear, which convert sound waves into brain activity, producing the sensation of mean-
ingful sound. Changes in air pressure produce sound waves that arrive at the outer
ear and travel down the auditory canal to the eardrum, a membrane stretched tightly
across the canal and marking the beginning of the middle ear. The sound waves make
the eardrum vibrate. These vibrations are transferred to ossicles, three tiny bones com-
monly called the hammer, anvil, and stirrup. The ossicles transter the eardrum’s vibra-
tions to the oval window, a membrane of the cochlea, or inner ear, a fluid-filled tube
that curls into a snail-like shape. Running through the centre of the cochlea is the
thin basilar membrane. The oval window’s vibrations create pressure waves in the inner
ear’s fluid; these waves prompt the hair cells to bend and cause neurons on the basi-
lar membrane to fire. These hair cells are the primary auditory receptors. Thus the
mechanical signal of a sound wave hitting the eardrum is converted into a neural
signal that travels to the brain via the auditory nerve (FIGURE 5.14). As noted by
Daniel Levitin, a psychology professor at McGill University and a former profes-
sional musician, in his best-selling This Is Your Brain on Music (2006), music provides
an excellent example of the wonders of the auditory system. Hearing music results
from difterences in brain activity, not from difterentiated sound waves. For instance,
when you listen to your favorite MP3 and you hear guitars, drumming, and singing,
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nothing in the sound waves themselves tells you which part of the music is which.
Yet it is rather easy for most people to pick out the separate features in a piece of
music. Through activity in different brain regions, the features all come together to

create the experience of music.

FIGURE 5.14 How We Hear
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To get an estimate of whether your hearing is in the normal range, try the
Hearing Screening Inventory (FIGURE 5.15). Although this inventory correlates well
with hearing tests, it is not a medical diagnosis, so if you score in the range of
hearing loss, you should have your hearing checked by an audiologist or other
hearing professional.

LOCATING SOUNDS Locating a sound’s origin is an important part of auditory
perception. In audition, the sensory receptors do not code where events occur.
Instead, the brain integrates the different sensory information coming from
each of our two ears. Much of researchers’ understanding of auditory localiza-
tion has come from examining barn owls, nocturnal birds whose finely tuned
hearing helps them locate their prey. In fact, in a dark laboratory a barn owl can
locate a mouse through hearing alone. A barn owl uses two cues to locate a
sound: the time the sound arrives in each ear, and the sound’s intensity in each
ear. Unless the sound comes from exactly in front or in back of the owl, it
will reach one ear first. Whichever side it comes from, it will sound softer on

FIGURE 5.15 Try for Yourself: Hearing Screening Inventory (HSI)

Developed by the University of British Columbia’s Stanley Coren and A. Ralph Hakstian (1992), this questionnaire deals with some common
hearing situations. For each question, select the response that best describes you and your behaviours.

For 1-8, you can select from among the following response alternatives: Never (or almost never), Seldom, Occasionally, Frequently, Always (or
almost always). For 9-12: Good, Average, So-So, Poor, Very poor.

Circle the letter corresponding to the first letter of your choice.

@D Are you ever bothered by feelings that your hearing is poor? NSOFA
@ Is your reading or studying easily interrupted by noises in nearby rooms? NSOFA
E) Can you hear the telephone ring when you are in the same room in which it is located? NSOFA
@ Can you hear the telephone ring when you are in the room next door? NSOFA
@ Do you find it difficult to make out the words in recordings of popular songs? NSOFA
(3 When several people are talking in a room, do you have difficulty hearing an individual conversation? NSOFA
Can you hear the water boiling in a pot when you are in the kitchen? NSOFA
) Can you follow the conversation when you are at a large dinner table? NSOFA
) Overall | would judge my hearing in my RIGHT ear to be GASPV
€D Overall | would judge my hearing in my LEFT ear to be GASPV
B Overall | would judge my ability to make out speech or conversations to be GASPV

B Overall | would judge my ability to judge the location of things by the sound they are making alone to be GASPV

Result: For questions 1, 5, and 6, score 1 for “Never,” 2 for “Seldom,” 3 for “Occasionally,” 4 for “Frequently,” and 5 for “Always.”
For questions 2, 3, 4, 7, and 8, reverse the scoring, from 1 for “Always” up to 5 for “Never.”
For questions 9 through 12, score from 1 for “Good” to 5 for “Very Poor.”

Your hearing score is the sum of these 12 items.

Now check the following table for your predicted best-ear hearing sensitivity (this prediction is 92 percent accurate).

HSI Scale Total
12 to 27

28 to 37

38 or more

Predicted Best-Ear Sensitivity

Hearing is normal

Hearing loss 25 dB or more (some conversational hearing loss)
Hearing loss 55 dB or more

The Hearing Screening Inventory is copyrighted by SC Psychological Enterprises Ltd. and is reprinted here with permission.
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The Cochlear Implant

he cochlear implant was the first neural implant used

successfully in humans; in Canada, several thousand of

these devices have been implanted since they were first
approved for use in 1987.

The cochlear implant has helped people with severe hearing
problems due to the loss of hair cells in the inner ear, which are
responsible for transmitting auditory stimuli. Unlike a hearing aid,
the implant does not amplify sound; rather, it directly stimulates
the auditory nerve. The downside is that after the implant is put
in place, the person who received it loses all residual normal
hearing in that ear, because sound no longer travels via the ear
canal and middle ear. Instead, sound is picked up by a tiny micro-
phone behind the ear, sent through a computer processor, and
then transmitted to the implant’s electrodes inside the cochlea.
If the devices are implanted at a young enough age (younger
than two years being optimal) in a child born deaf, the child’s
hearing will be quite functional, and he or she will learn to speak
reasonably normally (FIGURE 5.16).

Although the benefits of cochlear implants might seem indis-
putable to many people with normal hearing, in the 1990s, deaf
people who do not consider deafness a disability voiced concerns
that the implants might adversely affect deaf culture. In fact, some
deaf people believe that cochlear implants are a weapon being
wielded by the medical community to wipe out deaf culture. They
see this effort as being an extreme result of prejudice and dis-
crimination against them, commonly known as audism. They
argue that the cochlear implants disrupt the deaf community’s
cohesiveness. While deaf people with cochlear implants can still
use sign language, apparently they are not always welcome in
the signing community (Chase, 2006). This attitude has slowly
been changing, but is still held by many deaf signers.

There are specific ethical concerns about implanting the
devices in deaf children, a procedure first approved by Health
Canada in 2000. Under normal circumstances, an adult can
decide whether to get the implants, but the decision is made
for a child by the parents. Ninety percent of deaf children are
born to hearing parents who consider deafness a disability.
Is it ethical for hearing parents, who have never experienced
being deaf, to decide that a baby or very young child should
receive cochlear implants? Conversely, is it ethical for deaf
parents who have never been able to hear to decide against
implanting the devices? Some deaf people believe the deci-
sion should be informed by their experiences of living deaf,
not the experiences of hearing parents who know nothing of
the deaf world. But of course other arguments can be made:

FIGURE 5.16 Cochlear
Implants and Deaf
Culture Cochlear implants,
such as the one fitted on
the side of this 10-year-old
girl's head, consist of a
microphone around the

ear and a transmitter fitted
to the scalp, linked to
electrodes that directly
stimulate the auditory
nerve. When implanted at a
young age, these devices
can enable people with
hearing loss to learn to
speak and hear.

Perhaps deaf parents should not deny hearing to their chil-
dren. The official position of the Canadian Association for the
Deaf (2007) is that empirical research has not conclusively
shown the efficacy of cochlear implants for young children. As
a result, the Association strongly asserts the right of all deaf
children to learn sign language early in childhood.

Some people believe the decision should be made by the child
when he or she is mature enough. However, postponing the deci-
sion denies the child the language benefits of an early implant.
In fact, by adolescence the brain loses the ability to use audi-
tory information in the building of spoken-language skills. If a
child is to benefit fully from implants, the parents must decide
before the child is capable of making a decision, and if the goal
is for the deaf child to use spoken language at the same level
as his or her hearing peers, the device should be implanted
before the child is two years old (Nicholas & Geers, 2006).

According to medical ethics and the legal system, medical
decisions for children are made by their parents or guardians,
so in regard to cochlear implants, neither the medical profes-
sion nor the law is concerned with whether deafness is con-
sidered a disability. However, society’s attitude toward deafness
will help determine how the implants are paid for. Is it ethical
for the deaf community to deny that deafness is a disability if
that denial results in cochlear implants not being covered by
medical insurance or funded by government programs? If it is
ethical for parents to refuse on cultural grounds to obtain
implants for deaf children, is it ethical to refuse on cultural or
religious grounds to treat children for any other condition, hand-
icap, injury, or disease?
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FIGURE 5.17 Auditory Localization
Like barn owls, humans draw on the
intensity and timing of sounds to locate
where the sounds are coming from.

cornea The clear outer covering of the eye.

retina The thin inner surface of the back of
the eyeball. The retina contains the
photoreceptors that transduce light into
neural signals.

pupil The small opening in the eye; it lets in
light waves.
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the other side because the owl’s head acts as a barrier. These differences in tim-
ing and magnitude are minute—but not too small for the owl’s brain to detect
and act on. Although humans’ ears are not as finely tuned to the location of
sounds as owls’ are, human brains use information from the two ears similarly
(FIGURE 5.17).

In Vision, the Eye Detects Light Waves

If we acquire knowledge through our senses, then vision is by far our most impor-
tant source of knowledge. Does a place look safe or dangerous? Does a person look
friendly or hostile? Even our metaphors for knowledge and for understanding are
often visual:“I see,”“The answer is clear,”“I’'m fuzzy on that point.” Unsurprisingly,
then, most scientific study of sensation and of perception is concerned with vision.

Sight seems so eftortless, so automatic, that we take it for granted. Every time
a person opens his or her eyes, though, nearly half of that person’s brain springs
into action to make sense of the energy arriving in the eyes. Of course, the brain
can do so only based on sensory signals from the eyes. If the eyes are damaged,
the sensory system fails to process new information. This section focuses on how
energy is transduced in the visual system, but what we commonly call seeing is
much more than transducing energy. As James Enns, a psychologist at the Uni-
versity of British Columbia, notes in his book The Thinking Eye, the Seeing Brain
(2005), very little of what we call seeing takes place in the eyes; rather, what we
see results from constructive processes that occur throughout much of the brain
to produce our visual experiences. Seeing is therefore an intelligent process that
produces useful information about our environments.

Although some people have suggested that the human eye works like a crude
camera, focusing light to form an image on the retina, this analogy does not do
justice to the intricate processes that take place in the eye. Light first passes through
the cornea, the eye’s thick, transparent outer layer. The cornea focuses incoming
light in a process called refraction. Light rays then enter and are bent farther inward
by the lens, which focuses the light to form an image on the retina, the inner sur-
face of the back of the eyeball.

Although more refraction (bending of light) happens at the cornea than at the
lens, the lens is adjustable, whereas the cornea is not. The pupil, the dark circle at
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the centre of the eye, is a small opening in the front of the lens, and to determine
how much light enters the eye it either contracts or dilates (opens). The iris, an
opaque, circular muscle, determines the eye’s colour and controls the pupil’s size.
The pupil enlarges in dim light but also when we see something we like, such as
an attractive person or a cute baby (Tombs & Silverman, 2004).

Behind the iris, muscles change the shape of the lens—flattening it to focus on
distant objects and thickening it to focus on closer objects. This process is called accom-
modation. The lens and cornea work together to collect and focus light rays reflected
from an object, to form on the retina an upside-down image of the object. The world
looks right-side up to us even though the image of the world projected on the reti-
na is upside down; the information that travels from our eyes to the brain is very
different from how we “see” the world. The eye sends visual images to the brain not
as a complete “picture” but in bits of information transmitted through neural signals.
Just as the dots and dashes of Morse code transmit information that does not physi-
cally resemble the letters represented, so the visual system uses patterns of neurons
that fire at different rates and in different combinations to represent the external world
(Ramachandran, 2003; FIGURE 5.18).

RODS AND CONES The retina has two types of receptor cells: rods and cones,
each type so called because of its distinctive shape. Rods respond at extremely
low levels of illumination and are responsible primarily for night vision; they do
not support colour vision, and they resolve fine detail poorly. Many people do
not realize that humans cannot see colours in dim illumination, but go outside
on the next moonless night and you will see grey colours instead of any bright
ones you would have seen during the day. In contrast to rods, cones are less sen-
sitive to low levels of light; they are responsible primarily for vision under high
illumination and for seeing both colour and detail. Within the rods and cones,
light-sensitive chemicals called photopigments initiate the transduction of light
waves into electrical neural impulses.

Each retina holds approximately 120 million rods and 6 million cones. Near
the retina’s centre, cones are densely packed in a small region called the fovea.
Although cones are spread throughout the remainder of the retina (except in the
blind spot, as you will see shortly), they become increasingly scarce near the out-
side edge. Rods are all located at the retina’s edges; none are in the fovea. If you
look directly at a very dim star on a moonless night, the star will appear to van-
ish, because its light will fall on the fovea, where there are no rods. However, if you
look just to the side of the star, the star will be visible, because its light will fall just
outside the fovea, where there are rods.

TRANSMISSION FROM THE EYE TO THE BRAIN The generation of electrical
signals by the photoreceptors in the retina begins the visual process. Immediately
after light is transduced into neural impulses by the rods and cones, other cells in
the retina—bipolar, amacrine, and horizontal cells (see Figure 5.18)—perform on
those impulses a series of sophisticated computations that help the visual system
process the incoming information. The outputs from these cells converge on about
one million retinal ganglion cells, the first cells in the visual pathway to generate
action potentials.

The ganglion cells send their signals along their axons from inside the eye to
the thalamus. These axons are gathered into a bundle, the optic nerve, which exits
the eye at the back of the retina. The point at which the optic nerve exits the
retina has no rods or cones, resulting in a blind spot in each eye: If you look at
one of your fists as you hold it out at arm’s length, the size it appears to you is

iris  The coloured muscular circle on the
surface of the eye; it changes shape to let in
more or less light.

rods Retinal cells that respond to low levels
of illumination and result in black-and-white
perception.

cones Retinal cells that respond to higher
levels of illumination and result in colour
perception.

fovea The centre of the retina, where cones
are densely packed.
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have to strike your eye.
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FIGURE 5.19 Try for Yourself: Find Your Blind
Spot

E) The cornea focuses the incoming \
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FIGURE 5.18 How We See
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@ Two types of photoreceptors on the retina, rods and
The light waves then enter
the eyeball through the pupil,

which determines how much
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pupil is controlled by the iris.

cones, convert the light waves into electrical impulses.
Those signals are processed by the bipolar, amacrine,
and horizontal cells. Information from those cells is
passed to ganglion cells, which generate action
potentials that are transmitted by the optic nerve.
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To find your blind spot, hold this book in front of you and look at

the dot, closing your left eye. Move the book toward and away
from your face until the rabbit disappears.

You can repeat this for your right eye by turning the book
upside down.

¥

Result: The optic nerve creates the blind spot—a small point at

the back of the retina. There are no receptors at this spot
because it is where the nerves leave the eye.

210 =

about the size of your blind spot.The brain normally fills in this
gap automatically, so you assume the world continues and are
not aware that a blind spot exists in the middle of your field of
vision. However, you can isolate your blind spot (FIGURE 5.19).
Each optic nerve carries information to the central nervous
system. At the optic chiasm, half of the axons in the optic nerves
cross (those that project from the portion of the retina nearest
the nose). Information from the left side of visual space (i.e.,
everything visible to the left of the point of gaze) is projected
to the brain’s right hemisphere and vice versa. The first synapse
of the majority of ganglion cells lies within the visual areas of

the thalamus, and visual information is transmitted from there

CHAPTER 5: Sensation and Perception

to the primary visual cortex, cortical areas in the occipital lobe,

at the back of the head. The pathway from the retina to this

region carries all the information that we consciously experience
as seeing.



@ Pathway to the brain (3 Resulting perception
Signals from the left visual field go to the right portion of each As a resulf, you can see
retina, follow along the optic nerve to the optic chiasm, and the beautiful Lake Louise.

then travel through the right thalamus to the right visual cortex.
Signals from the right visual field go to the left portion of each
retina, follow along the optic nerve to the optic chiasm, and
then travel through the left thalamus to the left visual cortex.

Left visual
field

Right visual
field

Thalamus

Optic nerve

Left visual  Right visual
cortex cortex

THE DETECTION OF VISUAL INFORMATION Sensory neurons are generally picky
about what they respond to in the world—each has a particular “tuning.” To
understand how this works, think of a tuning fork tuned to, say, middle C. If the
air around this tuning fork vibrates at the frequency of middle C, those vibrations
will make the tuning fork vibrate—that is, the fork will resonate with the energy
around it. However, if the air vibrates at a different frequency, the tuning fork will
not resonate. Similarly, particular visual neurons respond best to particular colours,
particular shape orientations, or particular directions of motion. This tuning

property of a given visual neuron specifies its receptive field. A receptive field is  receptive field The region of visual space to
the population of sensory receptors that influences activity in a sensory neuron,  Which neurons in the primary visual cortex are

the region within which the cell responds to a given stimulus. As in the tuning ~ SeSitive:

analogy, it responds best to some stimuli. Receptive fields are found for many sen-
sory systems; the receptors can be in a region of skin or a set of photoreceptors
in the retina. Since the eye projects an image of the visual scene onto the retina,
visual receptive fields can be thought of as being located on a specific region of
the retina or a specific location in visual space. One of the most common types
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FIGURE 5.20 Receptive Fields (a) A typi-
cal receptive field consists of a centre and a
surround. When there is no light, the cell fires at
its baseline rate. (b) When light is shined in the
centre, the neural firing frequency increases.

(c) When light is shined in the surround, the
neural firing frequency decreases. (d) When light
is shined in the centre and in the surround, the
cell's firing rate is balanced out and is similar to
its baseline rate.

lateral inhibition A visual process in which
adjacent photoreceptors tend to inhibit one
another.

FIGURE 5.21 Try for Yourself:
Lateral Inhibition with the
Hermann Grid

Look at the figure as a whole and you
immediately will see darkened spots at the
intersections of the white lines.

However, if you look directly at the
intersections, or cover all but one row of
squares, you will see that the dark spots
are illusory.

Result: The Hermann grid demonstrates
lateral inhibition. Receptors coding
information from the white lines are inhibited
by their neighbours on two sides. Receptors
coding information from the intersections,
however, are inhibited from four sides, so
they respond less vigorously. Thus the
intersections appear to be darker than the
lines.

Receptive field

Centre Neural firing frequency

(a)

Surround
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(c)

(d)

of visual receptive fields is a circle that consists of a centre region and a surround-
ing region. In this type of receptive field, light directed toward the centre region
causes the cell to become more active, whereas light directed toward the sur-
rounding region inhibits the cell’s firing (FIGURE 5.20).

LATERAL INHIBITION Our visual systems are especially sensitive to edges because
edges tell us where objects end. If a rod or cone is stimulated, it sends information
to the brain, but it also sends information to its neighbouring receptors, inhibit-
ing their activity. The physiological mechanism causing this effect, lateral inhibi-
tion, emphasizes changes in visual stimuli. (FIGURE 5.21 shows one result of lateral
inhibition: the illusion of grey dots appearing at the intersections of white lines
against a dark background. Another result, simultaneous contrast, is that an object
will look lighter against a black background than against a white one; see also
Figure 5.28.) The visual system is especially sensitive to edges and contours. From
a very early stage of processing, then, the visual system’s circuitry is “wired” to
make finding objects’ boundaries easier.

THE COLOUR OF LIGHT IS DETERMINED BY ITS WAVELENGTH Humans can distin-
guish among millions of shades of colour. But when we look at colours—whether
we are choosing which crayons to colour with, matching paint samples with already
painted walls, finding the right colour thread for tightening a button on a shirt—
we are not seeing the actual shades. We are seeing the light waves that objects
(crayons, paint, walls, thread, you name it) reflect to our eyes. Visible light consists
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