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Together, we have over 35 years of experience teaching introductory psychology. We each
teach 3-6 sections of Introductory or General Psychology each semester—it is our bread and
butter so to speak. So, it’s a good thing that intro psych is also our favorite course. Contrary
to what many may think of professors teaching the same course over and over, it never grows
old for us. Teaching intro allows us to touch on many different aspects of our fascinating field
and to work with diverse students from all walks of life such that no two classes are ever alike.

The uniqueness of each class is just one of the challenges that keep us excited about teach-
ing this course. There are others. General psychology classes are often full of students who
are just beginning their academic careers——some are fresh from high school—others are
returning, non-traditional students who've been out of the classroom for several years. They
come to us with the desire to learn about psychology, but often they face serious obstacles.
Some are overworked 1n their personal lives. Some have lingering academic deficiencies. And
most expect learning to be easier than we know it to be. As such, a big part of our mission 1s
to help students overcome these obstacles and obtain success.

Getting students to read their textbook in preparation for lectures and exams is one of the
biggest problems we face as instructors. Like many instructors, our experience has been that
few students read assigned chapters prior to lecture, and some even fail to read the chapters
by the time they take exams. For years, we have tried various methods of motivating students
to read—pop quizzes, reading quizzes, test questions from material in the book but not cov-
ered 1n lecture, and so on. None of these methods seemed to have much of an impact on
students.

Students’ free time 1s, of course, in short supply. And when they do have free time, reading
a textbook doesn’t always seem like an attractive option. Students often find their texts dif-
ficult to read, boring, and full of content that is far removed from the concerns of their daily
lives. One of us overheard students speaking before class the second week of the semester.
One student asked those sitting around him if they had read the reading assignment—most
replied they had not. He then said, “I read it, but man I have no 1dea what they were saying
in that chapter!” If we want students to read their books, we will have to give them books
that they will want to read, and that means giving them a book that they can understand and
one that they find relevant enough to be worth the time it takes to read. That is why we've
written this text. Our goal was to write an “untextbook” textbook—a book with a clean, non-
distracting format that students would find interesting to read, easy to read, and memorable.

UnLockiNnG CURIOSITY IN STUDENTS
BY MAkinG PsycHoLoGY INTERESTING

One of the best ways to motivate students to read is to capture their curiosity from the very
beginning. Each chapter opens with The Big Picture, a real-life story of a person whose expe-
rience illustrates the concept of the chapter. For example, Chapter 2, How Does Biology Influ-
ence Our Behavior? opens with the story of Jean-Dominique Bauby, a man who became
a prisoner in his own body after a stroke damaged his brainstem. Despite the fact that the
stroke left him almost completely paralyzed and able only to blink his left eye, Bauby still
managed to write a book. Students will find this inspirational story intriguing and hard to
forget. And after reading of Bauby, their curiosity will drive them to want to know more about
the content of Chapter 2, the brain and how it influences our behavior. XXV
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Another wonderful feature of the Big Picture stories is that the majority of them come
from popular books that students can read to further explore the lives of these intriguing
people. Professors interested in adding an interdisciplinary element to their course could also
assign these books as supplementary texts.

MAakinG PsycHoLoGY RELEVANT FOR ALL PEOPLE

There 1s little doubt that students learn best when they become personally invested in the
material that they are reading and studying. However, for this to occur, students must actu-
ally find the material to be applicable to their lives. Given that today’s college students are
a diverse group of people, writing a text that is relevant to today’s student means writing a
text that embraces their diversity. Due to the essential role of diversity in modern psychol-
ogy, in the third edition, we have fully integrated all diversity topics into the body of the text.
Throughout the text, we have used examples of real people, who reflect the diversity seen in
our classrooms. Where applicable, we have cited and highlighted research that reflects many
aspects of diversity, including gender differences, racial diversity, cultural diversity, and age
and socioeconomic differences (see the Diversity Theme Index found on the inside back
cover). The art program for the text was carefully chosen to reflect the diversity of our social
world. Even the subjects of the Big Picture stories used throughout the text were selected
in part because they celebrate people from many walks of life. In all, we have increased our
coverage of diversity in the third edition, referencing people from some 135 countries and/
or cultural groups.

Countries and Cultural Groups Referenced
in What Is Psychology?

Afghanistan Collectivistic cultures (U.S.)  Hong Kong

Africa/African Croatia Hungary

African Americans Cuba Iceland

Alaska Natives Cuban Americans India

Algeria Cyprus Individualistic cultures

Americans Czech Republic (worldwide)

American Navajos Dani Individualistic state cultures

Arabs Denmark/Danish (US.)

Arab Americans East Africans Indonesia

Argentina East Asians Iran

Asia/Asians Egypt/Egyptians Iraq

Aslan Americans El Salvador Ireland

Asian Indian Americans English Israel/Israeli

Australia Estonia Islamic/Muslim

Austria Europe/Europeans Ttaly

Bashi people of Africa European Americans Jamaica

Belgium European Union Japan/Japanese

Black Finland Japanese Americans

Brazil/Brazilians France/French Jewish

British Gabonese Jordan

Bulgaria Galapagos Islands Kiriwina

Canada Georgian (U.S.) Korea/Korean

Central America/Central Germany Korean Americans
Americans Great Britain Latino

China Greece Latino Americans

Chinese Greenland Latvia

Chinese Americans Hindus Lithuania

Collectivistic cultures Hispanic Malaysia
(worldwide) Hispanic Americans Mauritania
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Mayan Pacific Islander Sweden
Mexico Philippines Switzerland/ Swiss
Mexican Americans Poland Taiwan/Taiwanese
Morocco Portugal Thailand
Multiracial Puerto Rico Turkey
Multiracial Americans Quebecois Ukraine
Namibia Romania United Arab Emirates
Nubian Russia/Russian United Kingdom
Native Americans Scotland United States
Native Hawaiian Setswana Viennese
Netherlands Seventh Day Adventists Vietnam
New Yorkers Singapore Vietnamese Americans
New Zealand Slovakia Wales
Non-Western countries South Africa Western countries (cultures,
North American South America/South nations, socleties)
North Ireland American Western Europe
North Korea Southeast Asian White/Caucasian
Norway South Korea
Oceania Spain/Spanish

MakinG PsycHoLogy AccessiBLE WiTHouT DumBsing IT Down

Motivating students to read the text is, of course, a primary concern of instructors. But read-
ing the text does no good if the student does not understand what he or she has read. The
student comment we mentioned previously is very telling. He read the assignment, but
he did not understand it. We doubt this did much to encourage him to read his next read-
ing assignment! A major goal of this text is to bring psychology to the student by making it
understandable and to do so without sacrificing content. We believe that it is not necessary to
condescend to students to get them to understand. Rather, you just have to explain difficult
concepts thoroughly and clearly.

Engaging Narrative Writing Style

Throughout the text, we have adopted an engaging narrative writing style that will not
intimidate students. Difficult concepts (e.g., neural transmission, classical conditioning) are
given extended description and many examples are used to illustrate and clarify points. The
language we use in the text strongly reflects the way we speak to our students during class.
We attempted to use our prose to tell students the story of psychology, as opposed to a mere
litany of theories and research findings. We believe we have succeeded. Throughout the
process of writing this text, many faculty reviewers and students have consistently praised
our writing style for its clarity and accessibility. One reviewer commented that it was obvious
that this text was written by authors who have spent much time in the classroom in front of
students.

EnHANCING MoTIVATION AND LEARNING BY MIAKING
PsycHoLoGgYy PRACTICAL

Akey point in getting students to read a text and retain what they’ve read 1s making the mate-
rial applicable to their lives. When information is associated with the self, 1t becomes more
easily retrieved from memory. So, when students can see how psychology relates to their
personal lives, they are much more likely to find 1t interesting and a lot less likely to forget it.
Throughout the text, we have made a concerted effort to use practical, everyday examples to
illustrate the concepts of psychology.
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What's Happening in Your Brain?

The What’s Happening in Your Brain? feature emphasizes the personal relevance of psychol-
ogy by showing students what likely happens in their brains when they engage in certain
mental processes and behavior. For example, in Chapter 8, Motivation and Emotion: What
Guides Our Behavior?, a brain scan showing the effects of alcohol abuse on the adolescent
brain is provided. What’s Happening in Your Brain? also fosters the Big Picture of psychology
by tying the chapter content back to the biological psychology discussed in Chapter 2.

Technology and Behavior

New to the third edition is a Technology and Behavior feature in each chapter that shows stu-
dents the psychological relevance of the modern technologies they use on a daily basis. For
example, in Chapter 6, How Does Memory Function?, we examine the effects that laptops
and cell phones in the classroom have on learning and memory. In Chapter 2, How Does
Biology Influence Our Behavior?, we address the debate on whether or not cell phone use is
linked to increased brain tumors. This feature is sure to resonate with today’s technologically
savvy students.

Integrated Applications

Another way 1n which students can see how psychology relates to their personal lives is
through integrated applications. Throughout the text, we give numerous examples of how
psychology is related to everyday life. For example, in Chapter 5, How Do We Learn?, we
discuss how habituation can be used in physical therapies that treat people suffering from
chronic vertigo or motion sickness. In Chapter 7, Cognition, Language, and Intelligence: How
Do We Think?, we give examples of how creativity can be used to solve everyday problems,
such as using a cell phone as a homing device to find a lost purse or backpack.

Try This Demonstration

Each chapter also includes at least one Try This Demonstration, in which students are asked
to engage 1n a simple demonstration of a chapter topic. For example, in Chapter 3, How Do
We Sense and Perceive the World?, we show students how to prove to themselves that the
moon illusion is just an illusion caused by perceptual processes by having them look at the
moon from an unusual vantage point. In Chapter 11, Social Psychology: How Do We Under-
stand and Interact With Others?, students explore their own attributional biases when mak-
ing judgments about celebrities.

Applying Psychology

In the end-of-chapter material, we have also included Use It or Lose It questions. These
short-answer questions ask students to apply their knowledge to solving a problem—again
emphasizing the usefulness of psychology. For instance, in Chapter 4, Consciousness: Wide
Awake, In a Daze, or Dreaming?, we include the following applied exercise:

Keep a dream log for a week. Using the different theories on dreaming, interpret what
your dreams mean. Which of these interpretations seems the most plausible, and why?

ENHANCING LEARNING BY MAKING
PsycHoLoGY THOUGHT-PROVOKING

Another way to enhance learning 1s to get students to read in an active fashion. All too
often students read in a very passive, in-one-ear-and-out-the-other mode. Students must
be enticed to actually think while they are reading. To further enhance active engagement
in the material, we have embedded thought-provoking questions in the text material. These
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questions appear in blue and are designed to spur students to engage in goal-directed read-
ing. For example, in Chapter 11, Social Psychology: How Do We Understand and Interact
With Others?, we pose the question, “Do we want someone who is similar to us, or
are we looking for someone who is different to complement our personality?” imme-
diately before we discuss how attitudes affect romantic attraction. By reading in a goal-
directed fashion, students are more likely to engage in elaborative rehearsal of the material
and will better retain what they’ve read.

Let's Review

Ciritical thinking involves analyzing and evaluating information and applying it to other situ-
ations. The ability to think cntically is an essential learning outcome of both a good psychol-
ogy course and an undergraduate education. To help foster critical thinking in students, Let’s
Review sections at the end of each major section offer students an opportunity to test their
knowledge of the preceding section. The questions are arranged according to difficulty with
easler questions coming before more difficult ones. Easy questions require students to use lower
level critical thinking skills such as identification and recall of concepts and facts. More difficult
questions require students to comprehend and apply psychological concepts or require analy-
sis, synthesis, and discrimination of psychological information. The Let’s Review feature will
help students begin to distinguish superficial learning of material from deeper levels of under-
standing —an important skill for academic success.

MakinGg LEARNING MoORE PERMANENT BY GIVING
STUDENTS THE BI1G PicTURE OF PsycHoLOGY

As instructors, one of our greatest frustrations has been that many students seem to learn
merely for the moment. They come to class, do their assignments, take their exams, and then
immediately forget the material they were just tested on. What a waste of energy! One of our
goals was to write a text that would help prevent this common problem.

Linking Concepts Together

As we wrote each of the chapters, we were very conscious of the story we were telling stu-
dents. Our purpose was to get students to see the big picture of psychology as opposed to
seeing the material as a mere collection of 1deas and data. Within each chapter, we made a
concerted effort to link the concepts together into an integrated whole by frequently making
reference to concepts covered earlier in the chapter, by asking questions that touch on more
than one concept, by using examples that unify the material, and by threading the Big Picture
storles that open each chapter throughout the chapter.

Cross-Chapter References

Likewise, we encourage readers to see that the different areas of psychology are not mutually
exclusive or independent by making many cross-chapter references to relevant material. For
example, in Chapter 5, How Do We Learn?, we relate habituation to natural selection, which
1s discussed in Chapter 2. These references will encourage students to see that material from
other chapters can enrich their understanding of the chapter at hand and motivate them to
reread previous sections that need refreshing.

The Big Picture Review Tables

Each chapter includes a Big Picture Review table that summarizes a body of content from the
chapter. For example, in Chapter 12, Health, Stress, and Coping: How Can You Create a Healthy
Life?, techniques that reduce stress are summarized. The Big Picture Review aids student reten-
tion by presenting information in a concise fashion for easy review while reading and studying.
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Learning Challenge

New to the third edition is a 15-question Learning Challenge quiz at the end of each chap-
ter. Just as in the Let’s Review, the Learning Challenge quiz contains questions at three
different levels of mastery. One-point questions require students to use lower level critical
thinking skills such as identification and recall of concepts and facts. Two-point questions
require students to comprehend and apply psychological concepts. Three-point questions
are at the highest level of critical thinking and require analysis, synthesis, and discrimination
of psychological information. After taking the quiz, students can calculate their overall level
of mastery using a scoring key. Students not achieving the advanced level are then directed to
restudy the chapter’s content and try again to reach this highest level of mastery.

Critical Thinking for Integration

To help students further develop a big picture of psychology, we include Critical Thinking for
Integration questions at the end of the chapter—a feature that was consistently praised by our
many reviewers. These short-answer questions require that the student apply concepts from
more than one chapter in solving a problem. Instructors could also assign these questions as
written assignments to keep students current on material from chapters covered earlier in the
course. For instance, in Chapter 4, Consciousness: Wide Awake, in a Daze, or Dreaming?, we
include the following question, integrating material from Chapter 4 with information about
the brain from Chapter 2:

Using Chapter 2 as a guide, draw a model of the brain and graphically represent where
in the brain various psychoactive drugs have their effects. Also represent on this visual
schema the neurotransmitters that affect these areas of the brain.

Are You Getting the Big Picture? Visual Summaries

An Are You Getting the Big Picture? visual summary of the chapter is also included in the
end-of-chapter material to allow students to truly see the big picture of the chapter. This
feature provides a visual summary of all the major concepts and theories of the chapter
depicted in a graphical format. This tool will be especially helpful to students who prefer to
learn through visual means.

New FeaTurEs IN THE THIRD EDiITIoON—NEW WaAYS
10 UNLOCK STUDENT CuRIOSITY!

The feedback we received on the second edition of this text from students and instructors
alike reaffirmed our original mission to write a book that motivates students to read by cap-
turing their interest and unlocking their curlosity. As a result, our mission in this third edition
1s to continue to show students that psychology is not only interesting, but also practical and
relevant for everyone. We also continue to encourage students to develop a mental Big Pic-
ture of psychology as they read to facilitate long-term learning and retention of the material.
To help us accomplish this ongoing mission, we've added some new features and improve-
ments to the third edition:

Big Picture Review tables have been streamlined in the third edition to only include review
material.

To make psychology as inclusive as possible, we've further integrated diversity throughout
the text including the research cited, examples and cases cited, and the art program. In all,
135 different ethnic and cultural groups are mentioned in the text. In addition, based on
reviewer feedback and our own commitment to writing an even more inclusive text, the
Spotlight on Diversity features from the second edition have been completely integrated
into the text in the third edition so that students are not tempted to either ignore this mate-
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rial or see 1t as an add-on. We have not reduced diversity coverage; it has just been inte-
grated to streamline the text, simplify reading, and help ensure student exposure to this
essential content. The Diversity Theme Index on the book’s inside back cover highlights
the diversity coverage by chapter.

Because today’s students are accustomed to using technology in many aspects of their
daily lives, we have included a new Technology and Behavior feature in the third edition.
This feature examines both the psychological pros and cons of having these new technol-
ogles in our lives. For example, in Chapter 11, Social Psychology: How Do We Understand
and Interact with Others?, we examine the use of social networking sites to produce “flash
mobs,” or impromptu gatherings of people in public settings. Flashmobs can be powerful
political and artistic statements, but they can also get out of hand and lead to rioting. Social
psychology helps understand why this happens.

To help students develop better insight into their own learning processes, we added a
15-question Learning Challenge quiz at the end of each chapter. The Learning Challenge
replaces the Concept Check found in the second edition. Whereas the Concept Check
asked students to master material at a factual level, the Learning Challenge quiz contains
questions at three different levels of mastery. One-point questions require students to
use lower level critical thinking skills such as 1dentification and recall of concepts and
facts. Two-point questions require students to comprehend and apply psychological
concepts. Three-point questions are at the highest level of critical thinking and require
analysis, synthesis, and discrimination of psychological information. After taking the
quiz, students can calculate their overall level of mastery using a scoring key. Students
not achieving the advanced level are then directed to restudy chapter content and try
again to reach this highest level of mastery. A major benefit of the Learning Challenge is
that 1t makes salient for students the difference between being familiar with concepts and
actually knowing the material. This understanding will help students further their own
metacognitive skills.

To further streamline the text, in the third edition we have integrated the Are You Getting
the Big Picture feature (which recapped the opening Big Picture case study and chapter
content at the end of the chapter) into the Visual Summary at the end of the chapter. By
uniting these features, students have just one place to go for a concise Big Picture review
of the chapter.

To keep abreast of the ever-changing face of research and give students the best possible
understanding of psychology, we've added over 925 new references to the third edition.
Take a look at some of the topics that have been added to each of the chapters in this
edition:

CHAPTER 1

What Is Psychology?
New Big Picture story on Michael Oher opens the chapter
Titchener’s and Washburn’s contribution to structuralism emphasized
Gestalt psychology covered in history section
New section on birth of positive psychology
New key terms added and defined: positive psychology, neuroscience, stimulus, response,
experimental group, control group, placebo effect, and double-blind study
Updated information on undergraduate degrees in psychology and work settings of
psychologists
More detailed information on minority contributions to psychology including Clark’s and
Clark’s doll experiments and Inez Prosser’s research
Updated information on women and minorities in the field of psychology
A new What’s Happening in Your Brain? study detailing the effect of playing violent video
games on the brain
A new Technology and Behavior feature covering psychological research and the Internet
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CHAPTER 2

How Does Biology Influence Our Behavior?
New discussion of epigenetics for a cutting edge look at the nature vs. nurture debate
New debate on the number of neurons and glial cells in the brain
Updated information on neurotransmitters and their relationship to mental health 1ssues
A Technology and Behavior feature examining the link between cell phone use and brain
tumors
Diftusion tensor imaging and transcranial magnetic stimulation added to the list of tech-
nologies used in studying the brain

CHAPTER 3

How Do We Sense and Perceive Our World?
New information on visual perception in the cortex and the fusiform face area of the tem-
poral lobe
New information on hearing loss and memory
New Technology and Behavior feature on ipods, earbuds, and hearing loss
Updated information on lock and key theory of olfaction
Updated information on pheromones and the olfactory epithelium
New information on artists and binocular depth cues
New discussion of Western vs. Asian perceptual styles

CHAPTER 4

Consciousness: Wide Awake, in a Daze, or Dreaming?
New Big Picture stories of Charlie Parker and Andre Agassi open the chapter
New Technology and Behavior feature discusses sleep texting
New discussion of fatal familial insomnia
The fear-extinction purpose of dreaming
Tryptophan’s relationship to serotonin and facilitating sleep
Enhanced description of the nature of crack cocaine
New discussion of caffeine intoxication and popularity of energy drinks loaded with
caffeine
Updated information on drug use by age, gender, and ethnicity

CHAPTER 5

How Do We Learn?
New Big Picture story on Michael Gates Gill, author of How Starbuck’s Saved My Life,
opens the chapter
New Technology and Behavior feature discussing if Leap Pads, PlayStations, and Xboxes
are the Skinner boxes of the 21st century
New Try This Demonstration on orienting reflexes
Updated information on European bans on corporal punishment

CHAPTER 6

How Does Memory Function?
New Try This Demonstration on implicit memory
New Technology and Behavior feature on laptops and cell phones in classrooms and their
effect on learning and memory
Ebbinghaus’ forgetting curves
New Try This Demonstration on autobiographical memory
Enhanced explication of elaborative rehearsal
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Updated information on biological evidence for separate episodic and semantic memory
systems

Updated information on the difference between episodic and autobiographical memory
Updated information on the consistency of flashbulb memories

New section on storing memory at the synapse

Updated information on the hippocampus and procedural memory

CHAPTER 7

Cognition, Language, and Intelligence: How Do We Think?
New What’s Happening in Your Brain? feature on brain activity during image scanning tasks
New information concerning the storing of perceptual details in long-term memory
New Try This Demonstration on mental sets
New information on the poverty of stimulus argument for the LAD
New Technology and Behavior feature on texting and twittering and their effect on language
Updated information on the substantial changes to the WAIS-IV from the previous WAIS-
11T edition

Discussion of twin studies added to the discussion on nature-nurture and intelligence

CHAPTER 8

Motivation and Emotion: What Guides Our Behavior?
New Technology and Behavior feature on exergaming and weight control
New discussion of self-determination theory of motivation
Updated information on the value of intrinsic motivation orlentation
New information on use of Maslow’s hierarchy in institutionalized people and people in
hospice care
New information on high/low glycemic foods
New information on peptide YY, a gut hunger suppressant
Updated information on the biological mechanisms underlying hunger

CHAPTER 9

How Do People Grow, Change, and Develop?
New Technology and Behavior feature discusses the costs and benefits of online social
networking
Updated information on teenage dating
New section on child care and attachment
New section on emerging adulthood
New section on the influence of Piaget
Instead of two major sections, chapter has been reorganized into smaller chunks to facili-
tate student learning

CHAPTER 10

How Do Gender and Sexuality Affect Our Behavior?
New Technology and Behavior feature about sex on the Internet
New research on analysis of gender stereotypes in television advertisements in 20 countries
Updated information for college completion rates and math and science achievement
Updated information on same-sex statistics
The 2009 Matthew Shepard and James Byrd Jr. Hate Crimes Prevention Act
The fraternal birth order effect and maternal immune hypotheses of sexual orientation
Expanded coverage on three chemicals related to sexual desire
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CHAPTER 11

Social Psychology: How Do We Understand and Interact With Others?
New Big Picture story on Rose Mahoney’s cultural odyssey of rowing a boat down the
Nile River opens the chapter
New information on aversive racism
New Technology and Behavior feature on social networking flash mobbing
New information on culture and helping behavior
New section on social facilitation and social loafing

CHAPTER 12

Health, Stress, and Coping: How Can You Create a Healthy Life?
New Technology and Behavior feature on technology’s health effects
The potential positive effect of stressful life experiences for some people, referred to as
post-traumatic growth or benefit-finding
Coverage on the Type C personality
New section includes detailed information on physical activity, eating healthy, and getting
enough sleep
New section details research on the five factors that contribute to happiness and well-being

CHAPTER 13

What Is Personality, and How Do We Measure It?
New Technology and Behavior feature on personality and online game play
More explanation on each of the five factors of personality
Emergence of positive psychology as a rebirth of the humanistic perspective

CHAPTER 14

What Are Psychological Disorders, and How Can We Understand Them?
New Big Picture stories including Howie Mandel, Nathaniel Ayers, and JK Rowling open
the chapter
A new Technology and Behavior feature explores Internet addiction
Dissociative fugue disorder coverage
Enhanced coverage on symptoms of schizophrenia
Updated information on suicide
Dissociative and somatoform disorder sections now follow anxiety disorders as they are
believed to be similar in nature

CHAPTER 15

What Therapies Are Used to Treat Psychological Problems?
Counterconditioning and Mary Cover Jones’ contribution to behavior therapy
Eye Movement Desensitization Reprocessing (EMDR) therapy
New Technology and Behavior feature details the nature of cybertherapy
Coverage of 12-step program format under group therapy
Discussion of valproate’s popularity over lithium in treating bipolar disorder

AVAILABLE SUPPLEMENTS
Instructor Resources

Instructor’s Resource Manual

ISBN: 978-1-111-34871-7

Written by Diane Cook, Gainesville State College, and Thomas Hancock, University of Cen-
tral Oklahoma, this manual contains learning objectives, lecture outlines, ideas for instruc-
tion, suggested answers to the end-of-chapter Critical Thinking questions, and annotated
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lists of supplemental readings, videos, and websites. An extensive “ideas for instruction”
section for each major chapter section includes lecture topics, activities, student projects,
journal prompts, and handouts. Also included—discussion, teaching, and technology tips
suggested by the text’s authors.

Test Bank

ISBN: 978-1-111-34873-1

Written by Kelly Bouas Henry of Missourt Western State College, this is a printed selection of
more than 200 multiple-choice questions, 15 true/false questions, and 10 short answer ques-
tions for each chapter, plus Making Connections items that ask students to answer questions
based on material learned in earlier chapters. All questions are keyed to the book’s learning
objectives.

New Design! PowerLecture™ With Joinin™ and ExamView®

ISBN: 978-1-111-34874-8

A fast and easy way to build customized, media-rich lectures, PowerLecture™ provides a
collection of newly-designed, book-specific Microsoft® PowerPoint® lecture slides—reflect-
ing instructional design principles that define how we best process information. Slides stra-
tegically combine text (including talking point examples not cited in the text), visuals, and
one-click links to narrated animations to engage students and optimize their learning. You'll
also find JoinIn™ Student Response System content on slides (for use with “clickers”),
allowing you to ask questions and see students’ responses, and ExamView™ computerized
testing, featuring printed Test Bank items in electronic format.

Wadsworth Psychology Video Library

Available upon adoption are a variety of videos to spark student interest and illuminate the
relevance of psychology, including news segments, clips from Hollywood films, introduc-
tions to eminent researchers and their work, Candid Camera-like segments depicting people
in socially challenging situations, and more.

New! Introductory Psychology Video—Video Provided
by BBC Motion Gallery
ISBN: 978-1-111-35260-8

ABC® News on DVD, Introductory Psychology
Vol. 1 ISBN: 978-0-495-50306-4
Vol. 2 ISBN: 978-0-495-59637-0
Vol. 3 ISBN: 978-0-495-60490-7

Research in Action
Vol. I ISBN: 978-0-495-59520-5
Vol. IT ISBN: 978-0-495-59813-8

Psych in Film
ISBN: 978-0-618-27530-4

Revealing Psychology
ISBN: 978-0-547-01453-1

Wadsworth Guest Lecture Series
ISBN: 978-0-547-00401-3

Online Resources

Contact your Cengage Learning representative for assistance with packaging any of the resources
below with student texts.

Aplia™ for What Is Psychology?, Third Edition aplia
www.aplia.com

Aplia™ is an online interactive learning solution that improves comprehension and out-
comes by increasing student effort and engagement. Aplia provides automatically graded
assignments with detailed, immediate explanations on every question. Aplia presents a vari-
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ety of question types to reinforce student reading and require them to demonstrate their
understanding of the material in multiple ways. Short engagement activities—such as experi-
ments, videos, and surveys—provide experiential learning opportunities while illustrating
concepts, piquing students’ interest, and motivating them to learn more. As students com-
plete assignments, grades flow directly into your Aplia gradebook.

For a demo, visit www.aplia.com.

Psychology CourseMate @
Printed Access Card: 1-111-67734-4

Instant Access Code: 1-111-67733-6

Cengage Learning’s Psychology CourseMate includes interactive teaching and learning
tools including an integrated eBook, quizzes, flashcards, videos, learning modules, and more
to support the printed textbook. It also features Engagement Tracker, a first-of-its-kind tool
that monitors student engagement in the course.

CengageNOW™ for What Is Psychology? Third Edition
Printed Access Card: 1-111-67780-8
Instant Access Code: 1-111-67779-4
CengageNOW™ s an easy-to-use online resource that helps students study in less time
to get the grade they want—NOW. Featuring CengageNOW™ Personalized Study (a
diagnostic tool containing text-specific resources), the program helps students learn more in

CENGAGENOW"
—

less time by focusing their attention on what they don’t know. Students can also link to the
Psychology Resource Center. Automatic grading saves you time.

Psychology Resource Center

Printed Access Card: 0-495-59712-0

Instant Access Code: 0-495-59713-9

The Psychology Resource Center offers 24/7 access to hundreds of videos, learning
modules, simulations, and more to help students better understand psychology and study
for exams. Access is available separately or through CengageNOW.

WebTutor™ on Blackboard® or WebCT®
Jumpstart your course with customizable, text-specific content for use within your course
management system, including media assets, quizzes, web links, and more.

Student Supplements

Study Guide

ISBN: 978-1-111-34881-6

Written by Susann Doyle-Portillo and Ellen Pastorino, this guide presents learning objec-
tives, key points, fill-in chapter review items, and self-check questions (true/false, multiple-
choice, and short-answer).

Supplementary Books
There are several other supplementary books that offer help to students.

Challenging Your Preconceptions: Thinking Critically About Psychology,

Second Edition

ISBN: 0-534-26739-4

This paperbound book, written by Randolph Smith, helps students strengthen their criti-
cal thinking skills. Psychological issues such as hypnosis and repressed memory, statistical
seduction, the validity of pop psychology, and other topics arc used to illustrate the principles
of critical thinking.

Writing Papers in Psychology: A Student Guide

ISBN: 0-495-50956-6

The eighth edition of Writing Papers in Psychology, by Ralph L. Rosnow and Mimi Rosnow,
1s a valuable “how-to” manual for writing term papers and research reports. This new edi-
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tion has been updated to reflect the latest APA guidelines. The book covers each task with
examples, hints, and two complete writing samples. Citation ethics, how to locate informa-
tion, and new research technologies are also covered.

Writing With Style: APA Style Made Easy

ISBN: 0-8400-3167-X

This accessible and invaluable workbook-style reference guide will help students smoothly
make the transition from writing for composition classes to writing for psychology classes. In
her fifth edition of Writing With Style, author Lenore T. Szuchman succinctly provides the
basics of style presented by the fifth edition of the APA’s Publication Manual. This unique
workbook format offers both a quick reference to APA style and interactive exercises that give
students a chance to practice what they’ve learned.

Challenging Your Preconceptions: Thinking Critically About Psychology

ISBN: 0-534-26739-4

This supplement supports the development of critical thinking skills necessary to success
in the introductory psychology course. The chapter sequence mirrors the organization of
the typical introductory psychology course. In the first chapter, the author identifies seven
characteristics of critical thinkers, and in the following chapters he dissects a challenging issue
in the discipline and models critical thinking for the reader. Each chapter concludes with an
analysis of the process, exercises for the student, and extensive references. This useful vol-
ume supports the full semester of the course.

Critical Thinking in Psychology: Separating Sense from Nonsense

ISBN: 0-534-63459-1

Do your students have the tools to distinguish between the true science of human thought
and behavior from pop psychology? The second edition of John Ruscio’s book provides a
tangible and compelling framework for making that distinction. Because we are inundated
with “scientific” claims, the author does not merely differentiate science and pseudoscience,
but goes further to teach the fundamentals of scientific reasoning on which students can base
their evaluation of information.

Cross-Cultural Perspectives in Psychology

ISBN: 0-534-54653-6

How well do the concepts of psychology apply to various cultures? What can we learn about
human behavior from cultures different from our own? These questions lie behind a col-
lection of original articles written by William F. Price and Rich Crapo. The fourth edition of
Cross-Cultural Perspectives in Psychology contains articles on North American ethnic groups
as well as cultures from around the world.

Introduction to Positive Psychology

ISBN: 0-534-64453-8

This brief paperback presents in-depth coverage of the relatively new area of positive psy-
chology. Topically organized, it looks at how positive psychology relates to stresses and health
within such traditional research areas as developmental, clinical, personality, motivational,
social, and behavioral psychology.
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B~ —~ What Do
Y "_"_jl’{J_dH Psychologists Study?
-

Welcome to the world of psychology, the scientific study of behavior and mental

processes. But what exactly does that include? Behavior includes actions, feelings, and
biological states. Mental processes include problem solving, intelligence, and memory,
to name just a few. Psychology is a science because psychologists conduct research in
accord with the scientific method. They analyze the behavior of humans as well as
other species.

For centuries people have been trying to understand the mind and behavior. Psy-
chology is probably one of the few disciplines in which students come to the first class
believing they already know much about the topic. We see psychologists and psychia-
trists on talk shows and reality television (Dr. Phil, Dr. Drew) and listen to them on the
radio. We frequently see them depicted on television (Lie to Me, Law & Order: SVU, Crimi-
nal Minds, Bones) and in the movies (Shutter Island; Running With Scissors; |, Robot; Prime).
Many of these portrayals are quite entertaining, but they do not always represent psy-
chology accurately. As a result, the public image of the discipline tends to be distorted.

The purpose of this textbook is to help you develop a deeper understanding of
psychology. In this chapter, we explain what psychologists do, how they think, and
where they work. It is a general overview, or “big

"‘ picture, of the field of psychology, an introduction CHAPTER OUTLINE

to the more specific areas of psychology discussed
in subsequent chapters. What Is Psychology?

Each chapter begins with a “Big Picture” sec- How Did Psychology Become a Science?
' tion to help you integrate the chapter material into The Origins of Psychology

the broader field of psychology. This big picture What Is Psychology Like Today?
incorporates accounts of real people and events.

. _ . How Is Psychological Research Conducted?
We hope that by reading these real-life stories, you Hypotheses and Methods

will find psychological topics easier to understand
What Are the Ethical Rules of Psychological

and will be better able to apply psychological prin- CECE T

ciples and concepts to your own life. To begin, con-
sider the following story.

One afternoon Tony Henderson left Hurt Village, a gang-infested housing project in
West Memphis, and drove east to Briarcrest Christian School to enroll his son, Steven.
He also had with him Steven'’s friend, Michael, who had been crashing on the floor at his
house for some time and who he feared would drop out of school, hit the streets selling
drugs, and end up dead or in jail.

Steven was a model student and talented basketball player who had no difficulty
being accepted. However, Michael was a different story. Michael had no dad, and his

© Whisson/Jordan/Corbis

mother was in rehab. He had spent time in several foster homes and at other times 3
had no known address. He had been enrolled in eleven different schools in nine years,
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The story of Michael Oher
and his adoptive family, the
Tuohys, powerfully illustrates
how people can change their
circumstances and behavior
to better themselves, despite
overwhelming odds.

psychology the scientific
study of behavior and mental
processes

scientific method

a systematic process used
by psychologists for testing
hypotheses about behavior
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repeated first and second grade, and was excessively absent. His ending freshman
grade point average was 0.6! Although Michael barely spoke when he was interviewed,
he impressed the principal with his desire to get an education. Michael could attend the
school but could not play any sports until he proved he could handle his studies.

As a new student Michael was hard to miss. He was one of the few African Ameri-
can students at this predominately White private school. He was 6’5" tall and weighed
close to 350 pounds. Everyone knew who Michael was even though he rarely spoke. His
teachers tried to engage him, but he didn't speak in class, never had his books, and was
soon failing his classes. Then things started to change. First, his biology teacher gave
him an oral instead of a written test and realized that Michael was learning! He had a

¢ fantastic memory and could understand many concepts if he could see them or have

them explained in visual detail.

For a year and a half several families at the school gave Michael a place
to sleep, including the Tuohys. Sean Tuohy knew what it was like to be a
poor kid in a private school and to use sports to pay for an education. His
college education was courtesy of a basketball scholarship at the University
of Mississippi. Now a self-made success, Sean owned a chain of fast-food
restaurants and dedicated his time and money to help the “poor jocks” at
his kids" school. It started with a lunch account, but when his wife, Leigh
Anne, got involved, Michael soon became a member of their family. “When
I moved in with Leigh Anne and Sean, | felt loved,” said Michael, “like part of
a family. In the other houses | didn't feel like part of the family. | didn't feel
like they wanted me there” (Lewis, 2009, p.150).

Leigh Anne took him shopping for clothes, provided food, tuition, and medical care,
and gave him his own room—a first for Michael. She required that he visit his mother. She
educated Michael on the details of upper-middle-class American life from restaurant din-
ing to the meaning of such words as foyer. She treated Michael as she did her two other
children, providing material goods, spiritual and emotional guidance, and love.

By the spring of his sophomore year, Michael was earning Ds in his classes while
spending five hours a day after school with private tutors. He was playing basketball
and soon afterward throwing the discus for the track team. It wasn't until his junior year
that Michael started to play football. Despite his size, here too Michael had problems. He
seemed confused and passive and didn't want to hit anyone. But his size got him noticed
by a national college football scout. He attended elite football camps in the summer
and received additional training from his coaches. He became a pre-season High School
All-American football pick. Division | college coaches showed up in droves, and Michael
became one of the most sought after offensive linemen in the nation. Sean was mysti-
fied: “l was under the impression Michael sucked at football,” he said. “l was trying to get
him a basketball scholarship” (Lewis, 2009, p. 98).

The changes in Michael's environment brought changes in Michael. He smiled and
laughed more often. He became more talkative and sure of himself. With the help of a



personal tutor, his grades significantly improved. By his senior year, he was making all
As and Bs and was named to the Honor Roll. His football playing improved too, and his
team clinched the Tennessee state championship. Michael Oher was soon named Ten-
nessee’s high school football Player of the Year. He was the first in his biological family to
graduate from high school, and he received a full athletic scholarship to the University
of Mississippi. Here too he continued to thrive with the help of his support system—the
Tuohys, his tutor, his coaches and friends. In 2009, he graduated from Ole Miss with a
degree in criminal justice. That summer, he became the first round draft pick for the NFL
Baltimore Ravens, signing a 5-year, $13.8 million contract.

Michael Oher’s story, originally published by Michael Lewis in the book The Blindside:
Evolution of a Game before being made into a motion picture, reflects the effects of pov-
erty, racism, drug abuse, and child neglect but also highlights human resiliency, motiva-
tion, kindness, love, and optimism. Michael’s story includes both the best and the worst
of human behavior—all of which is of interest to psychologists. His story richly illustrates
the depth and breadth of the field of psychology.

In this chapter, we introduce you to psychology: what it is and what it is not, how
it became a science, and what the field is like today. We also describe the goals of psy-
chological research and how psychologists study behavior. As you read this chapter and
those that follow, keep Michael Oher’s story in mind. Consider how psychologists might
study his behavior and that of those around him. By doing this, you will have started to
think like a psychologist. This perspective will help you integrate the different areas of
psychology into a whole and keep the big picture of psychology in your mind.

| _____LEARNING | —
|  _OBJECTIVES |
WHAT Is PsycHoLoGY? What Should You Know?

When you think about Michael Oher’s story, you might suppose that psychologists would be ® Identify common miscon-
most interested in studying how he coped: how he dealt with his mother’s drug use, how he ceptions about the field of
adapted to being virtually homeless, what his fears were in transferring to new schools and new psychology.
environments, and how he managed the stress of school, football, and being adopted by a fam- ¢ Define psychology.

ily of a different racial and economic background. Many people assume that psychologists only

study people who are in crisis or who have mental health problems. This belief 1s just one of

many common misconceptions about the field of psychology. Let’s look at some others.

Correcting Common Misconceptions
About the Field of Psychology

You are probably reading this book because you have enrolled in a general psychology course.
Your expectations of what you will learn have been influenced by your general impressions
of psychology. Much of the psychological information presented in the media focuses on
practitioners, therapy, and helping others, and you may have the impression that psychol-
ogy 1s all about how you feel and how you can feel better. Although a large proportion of
psychologists counsel or otherwise treat clients, most of these professionals hold a doctorate
degree in psychology, which required that they study scientific methodology and complete a
considerable amount of research.
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APA Style:

Example:

APS Observer, 16, 30-32.

Subtitle of article. Title of Periodical or Journal, Vol #, pages.

Psychology 1s rooted in scientific research. The infor-
mation 1n this book is research based. Every idea put

Author, A. A, Author, B. B., & Author, C. C. (Year). Title of article: forward in the field is subject to scientific study. You will

notice that many statements in this text are followed by
names and years in parentheses—for example, (Pastorino,
2011). These text citations refer to the scientific studies on
which the stated conclusions are based, with the researcher

Snibbe, A. C. (2003). Cultural psychology: Studying the exotic other. name(s) and date of the study. All the research citations

(® FiGURE 1.1) can be found in the References section at
the end of this book.

(FIGURE 1.1 I

® Reference Citations in Psychology
The References section at the end of this
book lists the complete source for each
citation. Here is the APA style format for
psychological references. The citation for
this particular reference would appear in
the text as (Snibbe, 2003).

® How Much Do You Know
About Behavior?

Indicate whether you believe each
statement is true (T) or false (F).

1. We are either left brain or right
brain thinkers. T F

2. Genes only work during prenatal
development. T F

3. No new neurons develop after
infancy. T F

4. Brain injury in children is
always worse than brain injury
inadults. T F

5. Stress is caused by bad things that
happentoyou. T F

6. During sleep, the brainrests. T F

7.There are female and male
brains. T F

8. Males are better at math than
females. T F

9. We only have five senses. T F

10. Legal drugs don’t hurt the brain
butillegalonesdo. T F

11. Our memory works like a video
recorder. T F

12. Schizophrenia means you have
multiple personalities. T F

theory an explanation of why and how
a behavior occurs
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A psychologist’s explanation of a particular behavior
1s generally presented as a theory. A theory is an expla-
nation of why and how a behavior occurs. It does not explain a particular behavior for all
people, but it does provide general guidelines that summarize facts and help us organize
research on a particular subject.

We all, at times, fancy ourselves as psychologists. We interact with people all the time, we
observe others’ behaviors, and we have our own personal experiences. Therefore, we might
naturally think that we already know a lot about psychology. People often behave the way we
think they will behave, so psychology seems as though it is just common sense. However,
we often overlook the examples of behavior that don’t confirm our expectations or support
our preexisting beliefs. Psychologists systematically test their ideas about behavior using the
prescribed methods and procedures we will describe later in this chapter.

Take a look at ® TABLE 1.1 and answer the questions about behavior. All the statements are
false. Yet, many students hold these misconceptions or myths about behavior. Psychological
findings do not always confirm our everyday observations about behavior. By objectively
measuring and testing our ideas and observations about behavior, we can determine which
ideas are more likely to stand up to scientific scrutiny. Behavior is much more complex than
the simple statements in Table 1.1 suggest.

Although some psychologists specialize in mental illness, many others work 1n academic
settings, 1n the business world, in education, or in government agencies. Psychology is an
extremely diverse field, and new specialties are appearing each year. Psychologists are inter-
ested in numerous topics, including learning, memory, aging, development, gender, motiva-
tion, emotion, sports, criminal behavior, and many other subjects. We cannot cover every
area of psychology in this textbook, but we will give you an overview of the main areas of
psychological research.

Psychology Will Teach You About Critical Thinking

If you asked 10 of your friends how to tell when pasta has been adequately cooked, you
probably would not get the same answer from each person. Some may focus on how tender
the pasta 1s; others may rely on how well the pasta sticks to the wall; still others may just fol-
low the package directions. Similarly, psychologists do not necessarily agree on why people
behave as they do.

Human beings are extremely complex. Many variables influence why a particular person
in a particular place behaves in a specific way on a certain occasion. One psychologist may
focus on possible external reasons for behavior, such as the influence of others or the envi-
ronment in which people live. That psychologist’s explanations will differ from those of a
psychologist who focuses on internal reasons for behavior, such as people’s physical health,
their degree of motivation, or how they feel about themselves.

Because behavior is so complex, psychological theories generally don’t definitively explain
the behavior of all people. To think like a psychologist, you must think critically to analyze
and evaluate information. You must be able to distinguish true psychological information
from pseudoscience. Pseudoscientific findings sound persuasive, but they are not necessarily
based on scientific procedures. Their conclusions may go far beyond the scope of their actual
data. For example, have you ever heard that people use only 10% of their brain? Many col-
lege students believe this false statement despite evidence that shows it is not true (Higbee &
Clay, 1998). To think like a psychologist, you must be skeptical rather than accepting about
explanations of behavior.
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Critical thinking involves analyzing and evaluating information and applying it to other
situations. Critical thinking makes you an intelligent consumer of information, and you will
be encouraged to practice this skill throughout the book as you read the chapter material and
test your mastery of the material in the Let’s Review sections at the end of each main topic
and in the questions at the end of each chapter.

Because we all engage in behavior, much of the information in this text will apply to your life.
Like Michael Oher, we all dream, remember, like or dislike others, are motivated, have high orlow
self-esteem, behave aggressively, help others, learn, perceive, and use our senses. Consequently,
we recommend that you apply the material in this text to your own behavior as much as possible.
This connection will increase your interest in the text, and you will study more effectively.

Let's
REVIEW n this section we defined psychology and identified several misconceptions
about the field. For a quick check of your understanding, try answering the following questions
atincreasing levels of difficulty.

1. Which of the following statements is true?

a. Psychology is just common sense.

b. Psychologists only study abnormal behavior.

c. Psychologists know why people behave the way that they do.

d. Psychologists test ideas about behavior according to the scientific method.

2. Which of the following topics would a psychologist most likely study?
a. weather patterns in Africa c. causes of the Vietnam War
b. memory changes in adults d. all of the above

3. Which of the following statements is not a pseudoscientific claim?

a. Transplant organs carry personality traits that are always transferred from
donors to receivers.
b. Walking on hot coals without burning one’s feet requires paranormal abilities.
c. You can make a blood clot in your brain disappear by humming and praying.
d. Several studies show a relationship between academic achievement and self-esteem.

( pefazipLsuImsNy )

How Dip PsycHoLocYy BECOME A SCIENCE?

THE ORIGINS OF PsycHoOLOGY

How did psychology become a science? Psychology has been described as having “a long
past but only a short history” (Ebbinghaus, 1910, p. 9). Although psychology did not formally
become a science until the 1870s, people have always been interested in explaining behav-
ior. The roots of psychology can be traced to philosophy and medicine in ancient Egypt,
Greece, India, and Rome. Philosophers debated whether the mind, or the thinking part of a
human, could be studied scientifically; they discussed the nature of the mind and where it
was located. Because of the mind’s association with the body, much of what we consider psy-
chology today was then part of the field of medicine. Hippocrates (460-377 BCE), the father
of medicine, believed that personality was in part a reflection of the mix of chemicals in the
body, and abnormal behavior was typically treated with medical procedures. The ancient
Indian texts of knowledge, The Vedas (2000600 BCE), describe chakras or energy processing
centers within the body that govern physical, mental, emotional, and spiritual health.

Continued debate in these disciplines throughout the Renaissance (1400-1500) and
post-Renaissance (1500-1600) periods influenced early psychologists’ attempts to formu-
late a science of the mind. Although these issues were not considered “psychological” at
the time, doctors and philosophers debated many of the same issues that concern modern
psychologists.

LEARNING
OBJECTIVE
What Should You Know?
® Describe the early schools of
psychology and identify the

major figures that influenced its
development.

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



© Bettmann/Corbis

History of American Psychology, U. of Akron, Akron, Ohio
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Early Approaches: Structuralism, Functionalism,
and Psychoanalysis

When did psychology become a separate field of study? Traditionally, psychology’s
birth 1s linked with the first psychology laboratory, which was established by Wilhelm

»  Waundt in 1879 at the University of Leipzig, in Germany. As you will see, some of the

people who brought psychology into the scientific arena were trained as physicians; oth-

ers were more philosophical in nature. Communication was much slower in those days,
and psychology developed in different ways in different countries. However, these dif-
ferences produced a psychology that was broad and complex, with many avenues of
exploration.

Wilhelm Wundt, Edward Titchener, and Structuralism

For Wilhelm Wundt (1832-1920), the goal of psychology was to study
conscious processes of the mind and the body. He wanted to know what
thought processes enabled us to experience the external world. In par-
ticular, Wundt attempted to detail the structure of our mental experi-
ences. Like a chemist who questions what elements combine to create
different substances, Wundt questioned what elements, when combined,
Wilhelm Wundt (1832-1920) wanted to know what would explain mental processes. Wundt’s view that mental experiences
psychological processes enable us to experience the were created by different elements is referred to as structuralism, a term

external V\_'Oﬂd‘ His approach today is referred to as coined not by Wundt but by his student Edward Titchener.
structuralism. To identify the structure of thought, Titchener used a process known
as introspection, a self-observation technique. Trained observers were presented with an

structuralism an early psychological event and asked to describe their mental processes. The observations were repeated many
perspective concerned with identifying times. From these introspections, Titchener identified three basic elements of all conscious

the basic elements of experience experiences: sensations, images, and feelings. For example, try this demonstration.

introspection observing one’s own
thoughts, feelings, or sensations

DENMIONSTRATION
Look at the accompanying photo of an object. If you were asked to describe
the object, what would you say? How do you know that the object is a
potato? Does the object fit your visual image or memory of a potato? That

Apply the technique of is, does it look like a potato? If the object were in front of you right

introspection to determine
what this object is.

now, how else might you conclude it is a potato? Does it smell like a
potato, taste like a potato, and feel like a potato? Using your senses,
you deduce that the object before you is a potato.

© David Young-Wolff/PhotoEdit

Wundt’s and Titchener’s research went beyond introspection and structuralism to encom-
pass a very broad view of psychology. They conducted detailed studies on color vision, visual
illusions, attention, and feelings. They also influenced the field of psychology through their
students, many of whom went on to establish psychology departments and laboratories
in the United States. For example, Titchener’s first graduate student, Margaret Washburn,
became the first woman to earn a doctorate 1n psychology. Washburn did not share Titch-
ener’s emphasis on structuralism and instead investigated the connection between motor
movement and the mind and conducted extensive research on animal behavior. Other psy-
chologists also reacted against the very limited view of the mind that structuralism presented
as 1t did not adequately explain how we actively organize or perceive our sensations. Such
disagreement gave rise to another early school of psychology called Gestalt psychology.
The word Gestalt 1s German for “whole form.” Gestalt psychology, founded by Max Wert-
heimer in the early 1900s, emphasized how our minds organize sensory stimuli to produce

The first woman to be awarded the perception of a whole form (such as perceiving a group of stars in the night sky as the
a doctorate in psychology was Big Dipper). Researchers discovered a number of principles of perception that are detailed
Margaret Washburn (1871-1939). further in Chapter 3.
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William James and Functionalism

William James (1842-1910), a U.S. professor of psychology, was responsible for intro-
ducing experimental psychology to U.S. college students. He had visited Wundt's
laboratory but did not share Wundt’s focus on breaking down mental events to their
smallest elements. Rather, James proposed a focus on the wholeness of an event and
the impact of the environment on behavior. He emphasized how a mental process
operates as opposed to the structure of a mental process. He came to believe that
consciousness and thought evolved through the process of natural selection, to help
the organism adapt to its environment (Nielsen & Day, 1999). Evolution and natural
selection were 1deas that were then quite new. Evolution refers to the development of
a species—the process by which, through a series of changes over time, humans have
acquired behaviors and characteristics that distinguish them from other species. For
James, the question was not what elements contribute to one’s experience but rather what
function does the event serve for the person or animal. How does a particular behavior
help an organism adapt to its environment and thereby increase its chances of
surviving and reproducing? James’s perspective on psychology became
known as functionalism.

Functionalism’s focus on the adaptive value of behavior was influenced
by Charles Darwin’s theory of evolution. Darwin’s theory speculated that

certain behaviors or traits that enhance survival are naturally selected. For William James (1842-1910) introduced
example, Darwin had collected several different types of birds in the Galapagos Islands. The ., /imental psychology to U.S.

birds were all about the same size but had different beaks (see photo). Through research  cgjiege students and is associated
with other scientists in London, Darwin discovered that the birds were all finches and that with functionalism.

each species was uniquely related to a specific 1sland. Darwin thought that the different
species had been formed from a small number of common ancestors. The differ-
ences 1n their beaks could be attributed to adapting to different food supplies on
each 1sland. According to James, if human behavior is naturally selected like
Darwin’s finches’ beaks, it is important for psychologists to understand the
function or survival value of a behavior.

Functionalism was less rigid and not as bound to laboratory methods
and experimentation as was Wundt’s structuralism. However, just as Wundt
did not restrict himself to structuralism, functionalism was not the whole of
James’s work in the young field of psychology. James suggested applications
of psychology to teaching and created the field of educational psychology.
For example, James’s book, Talks to Teachers (1899), described how psy-
chological knowledge about creating associations and making connections
could be used to help students learn—techniques that continue to inform school

e

practices today. Another contribution to psychology by James was in the area of

emotions. The James-Lange theory of emotion, formulated by James and a Dan-

1sh physiologist, Carl Lange, at about the same time, describes how physical

sensations give rise to emotions (more on this in Chapter 8). In addition, James

published books on religious experiences and philosophy. James’s open-minded-

ness also influenced psychology when he became intrigued
by the unorthodox ideas of a Viennese physician named

Sigmund Freud.

Darwin’s finches illustrated the interaction
between genes and adaptation to the
environment. The different species originated
from common ancestors (genes), yet variations
in their beaks arose as they adapted to different
food supplies on each island.

Sigmund Freud and Psychoanalytic Theory

Sigmund Freud is probably the best known historical figure

in psychology. Did Freud have such a huge influence on

the beginnings of psychology, or is his contribution over-  gGastalt psychology an early
rated? Historians and psychologists continue to debate this psychological approach that emphasized

how our minds organize sensory stimuli to
produce the perception of a whole form

functionalism an early psychological
Sigmund Freud’s (1856-1939) focus on the unconscious was perspective concerned with how behavior
unique and led to his formulation of psychoanalytic theory. helps people adapt to their environment
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WHAT IS PSYCHOLOGY?

LUXURY REBORMN

1ssue, but there 1s no doubt that Freud’s ideas about behavior were radical for that
time. Freud’s ideas permeate Western culture in music, media, advertising, art, and
humor—a testament to his influence and importance.

Freud (1856-1939) studied medicine, focusing on neurology and disorders of
the nervous system. He began seeing people with all kinds of “nervous” disorders,
such as an intense fear of horses or heights or the sudden paralysis of an arm. Freud
became interested in the use of hypnosis and what was then referred to as “the talk-
ing cure” to treat these nervous disorders, yet neither worked as effectively as he had
hoped. He began asking patients to express any and every thought that occurred
to them, no matter how trivial or unpleasant. Freud theorized that encouraging
patients to say whatever came to mind allowed them to recall forgotten memories
that seemed to underlie their problems. This process, known today as free associa-
tion, 1s one element of psychoanalysis, a therapy that Freud developed.

From these experiences, Freud came to believe that the unconscious plays a crucial
role in human behavior. For Freud, the unconscious was that part of the mind that
includes impulses, behaviors, and desires that we are unaware of but that influence
our behavior. Until this time, much of psychology had focused on conscious mental
processes. Freud’s focus on the unconscious was unique and led to his formulation
of psychoanalytic theory. According to this theory, humans are similar to animals

in that they possess basic sexual and aggressive instincts that motivate behavior.

Can you identify the Freudian symbols
in this advertisement?

psychoanalytic theory Sigmund
Freud's view that emphasizes the influence
of unconscious desires and conflicts on
behavior

behaviorism a psychological
perspective that emphasizes the study
of observable responses and behavior

stimulus any object or event that is
perceived by our senses

response an organism’s reaction
to a stimulus

Ivan Pavlov’s studies illustrated that
behavior is influenced by stimuli in
one’s environment.

However, unlike animals, humans can reason and think, especially as they mature. In
childhood we learn to use these conscious reasoning abilities to deal with and to sup-
press our basic sexual and aggressive desires so that we can be viewed approvingly by others.
For Freud, the conflict between the conscious reasoning part of the mind and the unconscious
instinctual one was key to understanding human behavior. Although controversial, Freud’s the-
ory dominated European psychology. However, in the early 1900s in the United States, Freud’s
1deas were overshadowed by another approach to understanding behavior called behaviorism.

Behaviorism: A True Science of Psychology

While Freudian psychology was going strong in Europe in the 1920s, in the United States
functionalism was slowly being replaced by a school of thought referred to as behavior-
ism. A growing number of psychologists believed that in order for psychology to be taken
seriously as a “true” science, it must focus on observable behavior and not on the mind. You
can't see the mind or what a person thinks; you can only see what a person does. Behavior-
1sts believed that only overt, observable behaviors could truly be measured consistently from
person to person. One of the most vocal proponents of this school of thought was John B.
Watson (1878-1958).

John B. Watson’s Behaviorism and Ivan Pavlov’s Experiments

Watson was influenced by Russian physiologist Ivan Pavlov’s studies of digestion in dogs.
While measuring and analyzing the first process of digestion (salivation), Pavlov noticed
that his dogs started to salivate before he gave them meat powder. When the experi-
ments first started, the salivation had occurred only after the dogs were given the
meat powder. To further study this curious change in response, Pavlov performed
experiments to train the dogs to salivate to other nonfood stimuli. (You will learn
more about Pavlov’s classic experiments in Chapter 5.)
Pavlov’s experiments were important to Watson as examples of how behavior
1s the product of stimuli and responses. A stimulus is any object or event that is
perceived by our senses. A response is an organism’s reaction to a stimulus. To fur-
ther his point, Watson and his associate, Rosalie Rayner, performed an experi-
ment on a 9-month-old infant named Albert. Watson first presented
Albert with the stimulus of a white rat. Albert played with the white
rat and showed no fear of it (response). Knowing that infants do fear
loud noises, Watson paired the two stimull, first presenting the rat to
Albert and then presenting a loud gong sound behind Albert’s head.
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Little Albert reacted to the loud noise with the startle, or fear,
response. Over and over again, Watson repeated the proce-
dure of pairing the two stimuli—presenting the rat followed
by the loud gong. Then, when Watson presented the rat to
Albert with no gong, the infant responded with the startle
response. Watson had conditioned Little Albert to fear a
white rat, a rat that Albert had played with earlier without
fear. This demonstrated for Watson that observable stimuli
and responses should be the domain of psychology. Unfor-
tunately for Watson, a personal scandal resulted in his dis-
missal as the chair of the psychology department at Johns
Hopkins University, and he later became a psychological
consultant to an advertising firm (Buckley, 1989). Thus, we
probably could consider Watson the first consumer psycholo-
gist. Think about how advertisers today associate certain
stimuli with products to get consumers to purchase them.
For example, young, beautiful people, laughing and having a
great time, may be associated with a particular brand of beer.

Archives of the History of American Psychology, University of Akron, Akron, Ohio

B. F. Skinner and Behavioral Consequences John B. Watson and Rosalie Rayner

showed how stimuli and responses
could be studied in their experiment
on baby Albert.

Although Watson was no longer within mainstream psychology, behaviorism remained
strong 1n the United States, partially due to the work of B. F. Skinner (1904-1990). Skinner,
like Watson, believed that psychology should focus on observable behavior.
But Skinner added a dimension to Watson’s framework: consequences. Skin-
ner believed that psychologists should look not only at the stimuli in the
environment that cause a particular response but also at what happens

to a person or animal after the response—what Skinner called the con-

sequences of a behavior. To illustrate consequences, let’s look at Little
Albert’s behavior from Skinner’s perspective. Once Albert was afraid of
the rat, how would he act when he saw the rat? If Albert moved away from

'(_
)

BACARD)

the rat, his behavior effectively reduced his fear. Feeling less fear or anxi-
ety 1s a good (positive) consequence, or outcome. Whenever Albert saw
the rat again, he probably moved away even faster. Skinner asserted that
positive consequences, such as the reduction of Albert’s anxiety,
would lead him to engage in the same behavior again. Negative
consequences, or outcomes that are not desirable, would lessen
Albert’s desire to engage in the behavior again. We know these
processes as reinforcement and punishment, topics that are explored
further in Chapter 5.

© Michael Newman/PhotoEdit

By associating their products with beautiful, smiling people,
advertisers are hoping consumers will purchase their brands.

Beyond Behaviorism: Humanism, Cognitive
Psychology, and the Birth of Positive
Psychology

Behaviorism was a dominant force in American psychology until
the 1960s. By that time, it became evident that this one theory
could not study all behaviors. Behaviors such as feelings and
thoughts could not easily be reduced to stimuli and responses.
This criticism, combined with the social climate of the times,
opened the door for other views on behavior and a willingness
to explore topics previously ignored.

© Bettmann/Corbis

B. F. Skinner’s (1904-1990) behaviorism emphasized the influence
of consequences on behavior.
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The Humanists

Discontent with behaviorism and the social upheaval of the 1960s led to a growing interest
in an approach toward treatment called humanism. Many psychologists did not accept the
behaviorists’ view that humans were governed by stimuli and responses, with no will of their
own to change their behavior. In the 1960s, societal values were rapidly changing, and the
civil rights movement and the Vietnam War sparked widespread civil disobedience. Many
young Americans were endorsing women’s rights, free love, and free will. Psychology was
changing too, and humanists emphasized that everyone possesses inner resources for per-
sonal growth and development. The goal of humanistic therapy, therefore, would be to help
individuals use these inner resources to make healthier choices and thus lead better lives.
Humanism stressed the free will of individuals to choose their own patterns of behavior. Two
well-known humanists are Abraham Maslow and Carl Rogers. You will read more about their
1deas and theories in Chapters 8 and 13.

Cognitive Psychology and the Birth of Positive Psychology

While humanism was changing how psychologists were treating clients, changes were also
occurring in research psychology. Researchers were becoming disenchanted with the limits
of testing stimull, responses, and consequences in the laboratory, and there was renewed
interest in the study of conscious mental processes, which had originated with Wilhelm
Wundt. Research expanded to subjects such as memory, problem solving, and decision
making. However, unlike the earlier functionalism and structuralism, this new study of
mental processes was based not on introspection but on more objective experimental meth-
ods. Acknowledging that mental processes are not directly observable to the eye, scientists
believed that reasonable inferences about mental processes could be made from performance
data. For example, in studying memory processes in children, a researcher can ask children
what strategies or techniques they use to remember a list of items. If children using a par-
ticular strategy (Strategy A) remember more compared to children using a different strategy
(Strategy B), then one can infer that there must be something about Strategy A that facilitates
memory. This conclusion is reasonable even though we can'’t directly see the children use

Gaye Gerard/Getty Images

b

humanism a psychological perspective Martin Seligman (second from right), shown here with the Dalai Lama (left), adopted the term
that emphasizes the personal growth and positive psychology in 1998 to emphasize research focused on describing those factors that
potential of humans contribute to happiness, positive emotions, and well-being.
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the techniques. Such reasoning led to much experimental research on mental processes, or
cognition. By the 1980s the study of cognitive processes, cognitive psychology, was a part
of mainstream psychology.

Focusing on how we think, particularly whether our thoughts are pessimistic or optimistic
in nature, soon led to a growing emphasis on human strengths and on how humans attain
happiness, called positive psychology. Led by Martin Seligman (Seligman & Csikszentmi-
halyi, 2000) and Ed Diener, positive psychology has produced an explosion of research over
the past 10 years describing the factors that contribute to happiness, positive emotions, and
well-being (Ruark, 2009; Wallis, 2005). By scientifically studying positive aspects of human
behavior, the goal of positive psychology 1s to enable individuals, families, and communities
to thrive.

Let's
REVIEW In this section we discussed the early theories of psychology. For a quick check
of your understanding, try answering the following questions at increasing levels of difficulty.

1. Which historical approach emphasized the importance of unconscious drives and instincts on

behavior?
a. psychoanalytic ¢ structuralism
b. functionalism d. cognitive

2. Javier wants to know how aggression helps a person adapt to the environment. Which histori-
cal approach is Javier emphasizing?

a. structuralism c. functionalism
b. psychoanalysis d. humanism

3. Which of the following people would be least likely to emphasize the influence of stimuli and
responses on behavior?

a. John Watson c. Rosalie Rayner cognitive psychology the study

b. Carl Rogers d. B.E Skinner of mental processes such as reasoning
. S and problem solving

R — positive psychology the study
C 97€-2"C-B L :SHIMSNY ) of factors that contribute to happiness,
positive emotions, and well-being

____LEARNING
| oeJsecTives [
WHAT Is PsycHoLoGy Like TopAay?
What Should You Know?

How do psychologists explain behavior today? Given the historical sketch of psychology ® Distinguish among the seven
we have just provided, it is probably no surprise to learn that modern psychology 1s a very modern perspectives of psychol-
broad profession. In the past, not everyone agreed on how to explain behavior, just as many ogy and understand the nature
debate the causes of behavior today. Many modern perspectives are an extension of the his- of the eclectic approach.
torical schools of thought. Here we discuss seven orientations or perspectives on behavior .

; > . o ; ) . psychologist and compare and
(® FiGcure 1.2): biological, evolutionary, cognitive, psychodynamic, behavioral, sociocultural, contrast the different specialty
and humanistic. A person’s training and personal views on behavior influence the perspective areas of the profession.
or perspectives a modern psychologist adopts.

® Describe the training of a

Explaining Behavior: Modern Perspectives
and the Eclectic Approach
Psychologists who adopt a biological or physiological perspective look fora physical cause .\ gical/physiological

for a particular behavior. In this perspective, genetic, biochemical, and nervous system (brain  perspective focuses on physical causes
functioning) relationships to behavior and mental processes are examined. This perspective  of behavior
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Behavioral
perspective

Biological
perspective

Evolutionary
perspective

Humanistic
perspective

1s also a branch of science referred to as neurosci-

ence. (We discuss the physical processes of genes
and the nervous system in Chapter 2.) For example,
a biological explanation of aggression may focus
on specific brain areas that are activated when we
perceive a threat in our environment, as illustrated
in ® WHAT’S HAPPENING IN YOUR BRAIN?

Very closely aligned to the biological perspective
1s the evolutionary perspective. This approach is
similar to the biological approach in that the cause
of behavior 1s biological. However, this 1s where the
similarity ends. The evolutionary perspective pro-
poses that natural selection 1s the process at work.

Cognitive
perspective

Psychodynamic
perspective

Behaviors that increase your chances of surviving
are favored or selected over behaviors that decrease
your chances of surviving. Remember James’s func-

Sociocultural

tionalism? One could say that James was an early
perspective

evolutionary psychologist. Similarly, this approach
analyzes whether a particular behavior increases a

® Psychological Perspectives Just as
a photograph or a piece of art can be
examined from many different angles,
so too can mental processes and behav-
ior. We call these angles perspectives.
Each offers a somewhat different picture
of why people behave as they do. Taken
as a whole, these perspectives under-
score the complex nature of behavior.

neuroscience science that investigates
the relationships between the nervous
system and behavior/mental processes

evolutionary perspective focuses
on how evolution and natural selection
influence behavior

cognitive perspective focuseson
how mental processes influence behavior

psychodynamic perspective
focuses on internal unconscious mental
processes, motives, and desires that may
explain behavior

behavioral perspective focuses
on external, environmental influences
on behavior

sociocultural perspective focuses
on societal and cultural factors that may
influence behavior

humanistic perspective focuses
on how an individual’s view of himself or
herself and the world influence behavior
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person’s ability to adapt to the environment, thus
increasing the chances of surviving, reproducing,
and passing one’s genes on to future generations (Buss, 2009).

This approach often creates controversy because it seems to ignore environmental influ-
ences on behavior. An example will help illustrate this controversy. Both men and women
can be jealous, yet psychological research has found that the type of jealousy exhibited by
men and women 1s different. Men tend to be more jealous of sexual infidelity—that 1s,
if their mate has sex with another person. In contrast, women report more jealousy over
emotional infidelity—that 1s, if their mate establishes a close attachment to another person
(Buss, Larsen, Westen, & Semmelroth, 1992; Buunk, Angleitner, Oubaid, & Buss, 1996; Levy
& Kelly, 2010). Many argue that this difference stems from how boys and girls hav e been
raised, an environmental influence. However, some psychologists have argued that this dif-
ference in jealousy stems from evolutionary forces. Heterosexual men need to know that their
offspring are in fact theirs, which is why sexual infidelity would be so upsetting to them. For
heterosexual women, help in child rearing requires a continued attachment with their mate.
Consequently, emotional infidelity 1s more distressing to women. Keep 1n mind that not all
psychologists support this particular explanation of gender differences in jealousy (DeSteno
& Salovey, 1996; Harris, 2003; Levy & Kelly, 2010). It 1s one perspective among several for
looking at and explaining this behavior.

The cognitive perspective explains behavior with an emphasis on thoughts and inter-
pretations based on memory, expectations, beliefs, problem solving, or decision making. A
cognitive view focuses on how people process information and on how that process may
influence behavior. We saw from the opening case study that Michael’s memory for school
information was influenced by how the material was presented to him. How he processed the
information influenced his learning. You will learn more about these cognitive processes in
Chapters 6 and 7, when we discuss such topics as memory, problem solving, thinking, deci-
sion making, intelligence, and language.

The psychodynamic perspective is a collective term that refers to those assumptions
about behavior originally conceived by Freud, which have been modified by his followers.
The psychodynamic view focuses on internal, often unconscious mental processes, motives,
and destres or childhood conflicts to explain behavior. For example, in 2009 at the Fort Hood
military base in Texas, Nidal Malik Hasan entered the Soldier Readiness Center where he
worked and shot at soldiers and civilians, killing 13 people and wounding 30 others before
he was incapacitated by civilian police officers. The psychodynamic view might suggest that
Nidal had some frustrated desires or unresolved childhood conflicts that erupted into hostil-
ity and anger that he unleashed on the soldiers. These conflicts and frustrated desires also
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A biological perspective focuses on physical explanations of
behavior. For example, in one study (Radiological Society of
North America, 2006) investigating the impact of violent video
game exposure on brain functioning, teenagers played either a
violent video game or a nonviolent video game for 30 minutes.
During the teens’ game-play, researchers measured brain func-
tioning using functional magnetic resonance imaging (fMRI)
that shows what part(s) of the brain are active during the task.
Brain regions that are active show up as brightly colored areas
on the image. As you can see, the two groups showed marked
differences in brain activation. Compared to the group that

Comstock Images/Getty Images

tional arousal.

may explain why Nidal was not able to control his hostile feelings—feelings that everyone has
from time to time but that most people do not act upon.

The behavioral perspective focuses on external causes of behavior. It looks at how
stimuli in our environment or the rewards and punishments we receive or both of these influ-
ence our behavior and mental processes. This approach suggests that behavior 1s learned and
1s influenced by other people and events. For example, if a student studies and then aces
an exam, that reward may encourage her to study again the next
time. If she only gets an average score, merely passing the test
may not be rewarding enough to encourage the student to study
for future exams. This perspective stems, as you might guess,
from Watson’s and Skinner’s behaviorist views (more on this in
Chapter 5).

The sociocultural perspective adopts a wider view of the
impact of the environment on behavior. It suggests that your
society or culture influences your actions. Michael Oher’s change
from a culture of poverty and neglect to one of support and means
influenced his school performance and demeanor. The socio-
cultural perspective would attribute these changes to aspects of
society such as changes in family structure, socioeconomic status,
and connectedness among people in communities. Sociocultural
views will be evident throughout this textbook when differences
due to culture, income level, or gender are highlighted.

The humanistic perspective explains behavior as stemming
from your choices and free will. These choices are influenced by

Paul J. Richards/AFP/Getty Images

played the nonviolent game, the group that played
the violent video game demonstrated less activity in
the prefrontal area of the brain, which is associated
with focus, concentration, and self-control, and more
Image not available due to copyright restrictions activity in the amygdala, which is involved in emo-

The psychodynamic view would
examine unconscious motives to
explain Nidal Malik Hasan's behavior
at Fort Hood in 2009.
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your self-concept (how you think of yourself) and by your self-esteem (how you feel about
yourself). This view of the self and feelings toward the self direct you to choose certain behav-
1ors over others. For example, if you see yourself as a low achiever in school as Michael ini-
tially did, you may be less likely to take challenging courses or to apply yourself in the courses
that you do take. Humanistic views of behavior are explored in Chapters 8, 13, and 15.
Most psychologists do not rigidly adhere to just one of these perspectives but are likely
to take what 1s referred to as an eclectic approach when explaining behavior. This eclectic
approach integrates or combines several perspectives to provide a more complete, yet com-

eclectic approach integrates and . . .
PP y plex picture of behavior. ® THE BiG PICTURE ReviEw illustrates these approaches and shows

combines several perspectives when

explaining behavior how a combined approach gives a more expansive understanding of behavior than any single
approach could.

basic research scientific study about

the specifics of a behavior without concern L. )

for its application Training to Be a Psychologist

applied research scientific study to What type of education and training do I need to become a psychologist? The major-

solve a problem ity of psychologists hold a doctorate in psychology—usually a PhD (Doctor of Philosophy)

¥l

_'3.J5 . Looking at Anxiety
Hlaryzidreview From Modern Perspectives

PSYCHOLOGISTS CAN EXAMINE BEHAVIOR FROM MANY DIFFERENT PERSPECTIVES

Biological Anxiety is related to chemicals in the body or to genetics (heredity).

Evolutionary Anxiety is an adaptive response that prepares one to respond to potential threats in the environ-
ment. This response helps humans survive because it warns them of danger and thereby helps
them avoid situations or people that may harm them. However, in modern times, these threats tend
to be ongoing: traffic jams, crowding, and the hectic pace of consumerism.

Cognitive Focuses on how anxious people think differently from nonanxious people. Anxious people may
engage in more pessimistic thinking or worry that everything will go wrong.

Psychodynamic Anxiety is the product of unresolved feelings of hostility, guilt, anger, or sexual attraction experi-
enced in childhood.

Behavioral Anxiety is a learned behavior much like Albert’s fear of the white rat. It is a response that is associ-
ated with a specific stimulus or a response that has been rewarded.

Sociocultural Anxiety is a product of a person’s culture. In the United States more women than men report be-
ing anxious and fearful, and this gender difference results from different socialization experiences.
Men in the United States are raised to believe that they must not be afraid, so they are less likely to
acknowledge or report anxiety. Women do not experience this pressure to hide their fears, so they
are more likely to tell others and to seek treatment.

Humanistic Anxiety is rooted in people’s dissatisfaction with their real self (how they perceive themselves) as
compared to their ideal self (how they want to be).

Eclectic Anxiety stems from various sources depending on the individual. One person may be prone to anxi-
ety because many people in his family are anxious and he has learned to be anxious from several
experiences. Another person may be anxious because she is dissatisfied with herself and believes
that everything always goes wrong in her life.
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or a PsyD (Doctor of Psychology). A PhD program focuses more on research whereas the
PsyD focuses more on clinical training. To obtain either doctorate, psychologists must first
complete a bachelor’s and a master’s degree. The road to a doctoral degree is long, usually 4
to 7 years after the undergraduate degree. Most doctoral programs require extensive study
of research methods and statistics, and most require that students do some form of research.

What if I'm interested in doing research? There are two general types of psychological
research: basic research and applied research. Basic research focuses on uncovering the
specifics about a behavior. An example of basic research is the work of a number of teams to
pinpoint the chemicals in the brain that are involved in memory. Applied research seeks to
solve a problem (possibly using the findings of basic research). Determining how to reduce
aggression or prejudice 1s an example of applied research. Another example is test-
ing which of two therapy techniques works better in treating people who are
depressed.

What if I don’t get a PhD or PsyD? Those who study psychol-
ogy to the point of a bachelor’s or master’s degree aren’t excluded
from the profession. A bachelor’s degree in psychology may qualify
you to assist psychologists in mental health centers or rehabilita-
tion and correctional programs or to serve as a research assistant.

Colleges
and universities
36%

Other
Without additional academic training, the opportunities for educational
advancement in the profession are limited (Appleby, 1997), but instgg/tions
20% of students who graduate with a bachelor’s degree 1n psy- °
chology do find work 1n social services or public relations. The
skills an undergraduate psychology major acquires are valued by
employers in business, industry, and government (American Psy- Business/
chological Association [APA], 2000a). As you can see in ® FIGURE government/
1.3, psychology is a popular degree among undergraduate students. (%t;w;r

A master’s degree typically requires 2 to 3 years of graduate work.
Master’s-level psychologists may administer tests, conduct research, or
counsel patients under the supervision of a doctoral-level psychologist. In
a few states, they may be able to practice independently. They may teach in high
schools or community colleges, work in corporate human resources departments, or work as
school psychologists.

A large percentage of psychologists affiliated with colleges and universities teach and do
research. Psychologists also work in school systems, hospitals, business, government, and
other human services settings (APA Center for Workforce Studies, 2007; ® FIGURE 1.4).
Psychologists perform many functions in many different roles. Their job descriptions may
include conducting research, counseling clients, and teaching college courses.

300,000 350,000

® Undergraduate Degrees in
Psychology Psychology is a popular
undergraduate degree. It ranked fifth
following business, social sciences and
history, education, and health profes-
sions in number of degrees awarded in
2006-2007. Source: Data from U.S.
Department of Education, National
Center for Education Statistics, 2009.

Human service
sector
38%

[FIGURE 1.4 I

® Work Settings of Psychologists

A large percentage of psychologists
affiliated with colleges and universities
teach and do research. Psychologists
also work in school systems, business,
and government, or are employed in
health-related or other human services
settings. Source: 2007 Doctorate Employ-
ment Survey. APA Center for Workforce
Studies.
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Known as the father of African
American psychology, Francis Sumner
(1895-1954) in 1920 became the

first African American to receive a
doctorate from a U.S. university.

The findings of Kenneth and Mamie
Clark’s doll experiments on the self-
esteem of Black children were noted

in the landmark 1954 case Brown v.
Board of Education of Topeka, in which
the Supreme Court ruled segregation
of public schools unconstitutional.
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A related profession 1s psychiatry. A psychiatrist holds a medical degree (MD) and then
specializes in mental health. A psychiatrist’s graduate work includes a medical internship and
residency, followed by training in treatment of mental health disorders. As medical practi-
tioners, psychiatrists have extensive training in the use of therapeutic drugs, and they may
dispense or prescribe medication and order medical procedures such as brain scans.

Specialty Areas in Psychology

What are the different types of psychologists? In addition to the various approaches or
perspectives psychologists take, they also study different aspects of behavior, which corre-
spond to specialty areas of psychology. A number of these specialty areas are depicted in

TABLE 1.2, but keep in mind that there are many more. This diversity stems from the com-
plexity of behavior and the interrelatedness of different areas. What a developmental psy-
chologist studies, for example, 1s connected to and may have an impact on the work of social,
clinical, and educational psychologists. In each of these areas, some psychologists perform
basic research, others conduct applied research, and some do both.

Gender, Ethnicity, and the Field of Psychology

Our review of psychology’s past and present has shown the evolution of a professional
field from one based on philosophy and medicine to one that has increasingly expanded
and become more diverse in scope. Such a change can also be seen in the representation of
women and minorities in the field of psychology.

In the early development of psychology, women and minorities were not allowed in many
instances to receive graduate degrees despite completing all the requirements for a doctorate.
Despite these constraints and many other societal hurdles, several women and minority indi-
viduals contributed significantly to the field. As previously mentioned, Margaret Washburn
(1871-1939) became the first woman to be awarded a doctorate in psychology in 1894 (Furu-
moto, 1989). Mary Calkins (1863-1930) became the first female president of the American
Psychological Association in 1905. She studied at Harvard University with William James and
performed several studies on the nature of memory. Christine Ladd-Franklin (1847-1930) stud-
1ed color vision 1n the early 1900s. Karen Horney (1885-1952) focused on environmental and
cultural factors that influence personality development (see Chapter 13).

Few degrees were awarded to minority students in the early 1900s. Gilbert Haven Jones
(1883-1966) was the first African American to earn a doctorate in psychology—in Germany
in 1909. Francis Sumner (1895-1954) was the first African American to receive a doctorate
in psychology from a university in the United States (in 1920) and 1s known as the father of
African American psychology for his many contributions to the education of Black people.
His research focused on equality between Blacks and Whites, refuting the idea that Afri-
can Americans were inferior. He helped establish an independent psychology department
at Howard University, a historically Black college. Two of his students, Kenneth and Mamie
Clark, performed research on the self-perceptions of Black children. The Clarks’ doll experi-
ments (K. B. Clark, 1950; K. B. Clark & Clark, 1950) found that Black children often preferred
to play with White dolls over Black dolls and attributed positive descriptors such as good and
pretty to the color white and nega-
tive descriptors such as bad and
ugly to the color black. The Clarks’
findings were noted in the land-
mark 1954 case Brown v. Board of
Education of Topeka, in which the
Supreme Court ruled segregation of
public schools unconstitutional.

Inez Prosser was the first African
American woman to be awarded a
doctorate in psychology, in 1933.
Her doctoral dissertation (Prosser,
1933) studied the self-perceptions
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Specialty Areas in Psychology

Experimental psychology
Developmental psychology

Biopsychology

Personality psychology

Social psychology

Cognitive psychology

Industrial/organizational

(1/0) psychology

Human factors psychology

Forensic psychology

Cross-cultural psychology

Health psychology

Educational psychology

Clinical psychology

Counseling psychology

School psychology

Sports psychology

Community psychology

Positive psychology

Environmental psychology

Conducts basic research on sensation, perception, learning, motivation, and emotion.
Researches how we develop physically, cognitively, socially, and emotionally over the life span.

Researches the biological processes that underlie behavior, including genetic, biochemical, and nervous system

functioning.

Researches how people differ in their individual traits, how people develop personality, whether personality

traits can be changed, and how these qualities can be measured.

Researches how our beliefs, feelings, and behaviors are influenced by others, whether in the classroom, on an

elevator, on the beach, on a jury, or at a football game.
Studies mental processes such as decision making, problem solving, language, and memory.

Examines the relationship between people and their work environments. May study applied issues such as
increasing job satisfaction or decreasing employee absenteeism, or focus on understanding the dynamics of

workplace behavior, such as leadership styles or gender differences in management styles.

Researches human capabilities as they apply to the design, operation, and maintenance of machines, systems,
and environments to achieve optimal performance. For example, designing the most effective configuration of
control knobs in airplane cockpits for pilots.

Works with mental health issues within the context of the legal system. May study a certain type of criminal

behavior such as rape or murder, or may be asked to determine a person’s competence to stand trial.
Investigates cultural similarities and differences in psychological traits and behaviors.

Researches ways to promote health and prevent illness. May be concerned with issues such as diet and nutrition,

exercise, and lifestyle choices that influence health.

Researches how people learn and how variables in an educational environment influence learning. May develop

materials and strategies to enhance learning.

Researches, assesses, and treats children, adolescents, and adults who are experiencing difficulty in functioning

or who have a serious mental health disorder such as schizophrenia.
Researches, assesses, and treats children, adolescents, and adults who are experiencing adjustment difficulties.

Assesses students’ psychoeducational abilities (academic achievement, intelligence, cognitive processing) and
shares test results with teachers and parents to help them make decisions regarding the best educational place-
ment for students.

Investigates the mental and emotional aspects of physical performance.

Seeks to understand and enhance the quality of life for individuals, communities, and society. Focuses on early

intervention in and prevention of individual and community problems.
Seeks to discover and promote those factors that contribute to happiness, positive emotions, and well-being.

Examines the relationship between environments and human behavior. Focuses on designing, managing, pro-
tecting, and/or restoring environments to enhance behavior. Also studies environmental attitudes, perceptions,
and values to promote environmentally appropriate behavior.

of Black children. She compared the self-esteem of Black children attending a segregated
school to that of Black children attending an integrated school. She found that the Black
children at the segregated school fared better. The Black children from the integrated
school were more likely to feel inferior and report less satisfactory social relations (Ben-
jamin, Henry, & McMahon, 2005). Given the probable prejudicial attitudes of the White
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people at the integrated school, it 1s not surprising that the Black children from the integrated
school did not have positive experiences.

Have times changed for women and minorities in psychology? Women have indeed
made great progress in the field of psychology. From 1920 to 1974, 23% of doctorates in psy-
chology went to women (APA, 2000b), and from 1960 to 1999, the greatest percentage increase
in science and engineering doctorates earned by women was in psychology (National Science
Foundation [NSF], 2006). Currently, far more women than men earn psychology degrees.
In 2007, nearly 80% of master’s degrees and 73% of doctorate degrees in psychology were
awarded to women (U.S. Department of Education, 2009). Educational gains have in some
ways been followed by progress in the careers of women in psychology. In 2003, 47% of the
full-time psychology faculty at degree-granting institutions were women (U.S. Department of
Education, 2005). However, female psychology faculty members are less likely than males to
be promoted to the rank of full professor. In a faculty salaries survey conducted by the Ameri-
can Psychological Association (APA) 1n 2006-2007, women represented only 29% of full pro-
fessors and 35% of tenured faculty members in U.S. psychology graduate departments (APA
Center for Psychology Workforce Analysis and Research, 2007a). Although psychology has
become more fully open to both men and women at the educational level, inequities at the
professional level still exist.

Likewise, although the numbers of racial and ethnic minorities in psychology have
increased, progress has been slow. Although approximately 33% of the U.S. population are
minorities (U.S. Census Bureau, 2006), only 20% of newly enrolled full-time students in grad-
uate schools in psychology were minorities in 2006-2007 (APA Center for Psychology Work-
force Analysis and Research, 2007b). Between 1976 and 1993, close to 8% of all doctorates
in psychology were awarded to minorities (APA, 1997). By 2007 that number had increased
to almost 25% (U.S. Department of Education, 2009). This means that 3 out of 4 psychology
doctorates are granted to Whites, regardless of gender. Despite increases in advanced degrees
awarded to minorities, they are still underrepresented as faculty in colleges. In 20062007,
minorities represented less than 9% of full professors and 10% of tenured faculty members
in psychology graduate departments (APA Center for Psychology Workforce Analysis and
Research, 2007b). The APA has established several programs to attract more minorities to the
field of psychology to address this lack of minority representation.

Let's
REVIEW In this section, we discussed modern psychological perspectives, described the
training that is necessary to be a psychologist, and surveyed a number of the specialty areas of
psychology. For a quick check of your understanding, try answering the following questions at
increasing levels of difficulty.

1.  Which modern psychological perspective emphasizes the importance of thought processes
for understanding behavior?

a. behavioral c. sociocultural
b. humanistic d. cognitive

2. A psychologist who studies individual differences in shyness is probably from which specialty

area?’
a. cognitive c. developmental
b. social d. personality
3. Dr. Martinez is conducting a study on the nature of emotion. What type of research is Dr. Mar-
tinez doing?
a. applied C. consumer
b. basic d. preventative

C 9 €'P TP L SHIMSNY )
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How Is PsycHoLocicAL REseaArRcH CONDUCTED?

HypoTHESES AND IMIETHODS

Though psychologists in various specialty areas study and emphasize different aspects
of behavior, they all share similar goals. The main goals of psychology and psychological

research are:

To describe behavior

To predict behavior

To explain behavior

To control or change behavior

Description 1nvolves observing events and describing them. Typically, description is used

What Should You Know?

® |dentify the four goals of psycho-
logical research.

® OQutline the steps of the scien-
tific method and distinguish
between predictive and causal
hypotheses.

® Describe the advantages and
disadvantages of observational,
correlational, and experimental
research methods and the types
of conclusions that can be drawn
from each method.

to understand how events are related to one another. For example, you may notice that your
health club tends to get more crowded 1n the months of January, February, and March. This

observation describes an event.

If you observe that two events occur together rather reliably or with a general frequency

or regularity, you can make predictions about or anticipate what
events may occur. From your observations, you may predict that
the health club will be more crowded 1n January. You may arrive
earlier for a parking spot or to get a place in the spinning class.

Although 1t may be known that two events regularly occur
together, that doesn’t tell us what caused a particular behavior
to occur. Winter months do not cause health clubs to become
crowded. These two events are related, but one event does not
cause the other. Therefore, an additional goal of psychology is
to explain or understand the causes of behavior. As stated pre-
viously, psychologists usually put forth explanations of behavior
in the form of theories. A theory is an explanation of why and
how a particular behavior occurs. We introduced seven types of
explanations, or perspectives, earlier in the chapter. For example,
how do we explain higher health club attendance in the winter
months? Is it a behavior that is influenced by the environment?
Perhaps health clubs are more crowded because the weather
makes outdoor exercise more difficult. Is 1t a behavior that is
influenced by our biology? As these ideas are tested, more and
more causes and predictors of behavior are discovered. Some of
these explanations or theories will be modified, some will be dis-
carded, and new ones will be developed.

The purpose behind explaining and understanding the causes
of behavior is the final goal of psychology, controlling or changing
behavior. It relates to the goal of explanation because one needs to
understand what is causing a behavior in order to change or mod-
ify 1t. For example, let’s say that the weather 1s a factor in health
club attendance. Health clubs could offer outdoor fitness activities
beginning in mid-March to prevent declining enrollment. Many
psychologists go into the field in the hope of improving society.
They may want to improve child care, create healthier work envi-
ronments, or reduce discrimination in soclety. Such sentiments
reflect the goal of control and underscore the potential impact of
good research. ® FIGURE 1.5 summarizes the goals of psychology.

® Goals of Psychology
Psychologists attempt to describe, predict, explain, and ultimately
control or change behavior.

Describe Behavior

Observe events and behaviors, then look at how
events might be related.

Example: The researcher observes that the health club is
more crowded in January, February, and March.

Predict Behavior

Predict what events or behaviors may occur,
based on their relationship.

Example: Colder months predict higher health club attendance.

\

Explain Behavior
Suggest and test an explanation (in the form of a hypothesis).

Examples:

e The health club is full because the weather makes outdoor
exercise more difficult.

e The health club is full because many people make New Year's
resolutions to be physically fit, but give up by the end of March.

\

Control or Change Behavior

By explaining and understanding the causes of behavior,
psychologists can create programs or treatments to control
or change the behaviors.

Example: If people give up on fitness after three months, develop
incentives to offer during March to remain physically active. If the
weather is a factor, sponsor outdoor fitness activities beginning in
mid-March.
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The Scientific Method

The purpose of psychological research is to test ideas about behavior. As previously stated,
researchers use the scientific method when testing 1deas about behavior. The scientific
method is a set of rules for gathering and analyzing information that enables you to test an
idea or hypothesis. All scientists adhere to these same steps even though they may use differ-
ent techniques within each step. The decisions the scientist makes at each step of the scien-
tific method will ultimately affect the types of conclusions that can be made about behavior.

How can the scientific method be used to meet the goals of psychology? Let’s say
that you have an interest in understanding beer drinking among college students. You want
to make some predictions (a goal of psychology) about beer drinking. You use the scientific
method to test this idea, as outlined in ® FIGURE 1.6.

1. Define and describe the issue to be studied. You might hypothesize that college students
who buy pitchers of beer tend to drink more than college students who purchase bottles
of beer (a prediction). You study previous research in scientific journals on alcohol con-
sumption.

2. Form a testable hypothesis. Students who buy pitchers of beer tend to drink more than
students who buy beer in bottles. This hypothesis must be phrased in a way that can
be objectively measured—that is, in such a way that another person can test the same
hypothesis to verify or replicate your results.

5. Choose an appropriate research strategy. This step involves many decisions. You will need
to choose a group of people to observe (college students) and a research method that al-
lows you to measure objectively how much beer students who buy pitchers drink versus
how much beer students who buy bottles drink. You must also decide where your study
will be conducted. Will it be in the environment where the behavior naturally occurs
(such as the local college bar) or will it be in a laboratory (a more controlled setting)? You
must decide who you will use as participants. Will you use animals or humans? If using

hypothesis an educated guess humans, how will they be selected? If using animals, what species will you use?

prediction an expected outcome
of how variables will relate

Issue to Be Studied

You make
predictions about
beer drinking.

/

vy

You form a hypothesis:
Students who buy pitchers
of beer tend to drink more

than students who buy

beer in bottles.

/

You choose a research method
and conduct a study that
measures how much beer
college students who buy

pitchers consume versus how
much beer college students
who buy bottles consume.

/

If the results do not support You collect and analyze Results support your
your hypothesis, you can your data: do the data hypothesis. You can
m— revise the hypothesis or support or rgject your _mgke additional
@ The Scientific Method The scientific pose a new one. prediction? predictions and test them.
method enables researchers to test : :
ideas about behavior. e 1
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4. Conduct the study to test your hypothesis. Run the study and collect the data based on the
decisions in steps 1-3.

5. Analyze the data to support or reject your hypothesis. Analysis of data 1s usually conducted
using statistics. If the result does not support your hypothesis, you can revise it or pose a
new one. If the result does support your hypothesis, you can make additional predictions
and test them. Geller, Russ, and Altomari (1986) actually included this prediction in a
larger study on beer drinking among college students and found support for the hypoth-
esis that buying pitchers was associated with consuming larger amounts of beer.

No matter which goal of psychology you are addressing, the process is the same. The
goal merely influences the decisions that you make when testing an idea through the scien-
tific method. If your goal 1s description or prediction, your hypothesis will state what you
expect to observe or what relationships you expect to find. Your research strategy will then be
designed to measure observations or relationships, and your analysis of the data will employ
statistics that enable you to support or refute your hypothesis. It is in this way that the scien-
tific method allows us to test the 1deas of psychology.

Asking Questions: Hypotheses

What types of questions do psychologists ask when doing research? As you have seen,
one of the first steps of the scientific method 1s to formulate a question or hypothesis about
behavior. These hypotheses generally fall into one of two categories: predictive hypotheses and
causal hypotheses.

Predictive Hypotheses

A predictive hypothesis makes a specific set of predictions about the relationships among
variables. It 1s used to address two goals of psychology: description and prediction. The pre-
vious example on beer drinking among college students illustrated a predictive hypothesis:
The study predicted that students who buy pitchers of beer tend to drink more than students
who buy beer in bottles. Predictive hypotheses are made when the researcher measures the
variables of interest but does not manipulate or control the variables in the study. Because the
researcher does not control the variables, conclusions of research studies that test predictive
hypotheses are limited. The conclusions can only state what was observed, or what variables
appear to be related to one another. They cannot be used to draw cause-and-effect conclu-
sions; in other words, buying pitchers of beer doesn’t cause a person to drink more beer. To
determine the cause, you must form and test a causal hypothesis.

Causal Hypotheses

A causal hypothesis specifically states how one variable will influence another variable. Causal
hypotheses can be tested only when the researcher is able to control or manipulate the main
varlables in a study. The researcher sets up different conditions in a study and then observes
whether there 1s a change in behavior because of the different conditions. For example, suppose
a researcher has developed a new strategy to teach children how to read. The researcher hypoth-
esizes that this program will cause greater gains in reading than the standard method for teaching
reading. This 1s a causal hypothesis. Some students are assigned to the new reading program, and
others are assigned to the standard program. The researcher then measures the children’s gains
in reading at the end of the year to see if there 1s a difference. As you will soon see, causal hypoth-
eses can only be tested by means of an experiment. To test a causal hypothesis, a researcher must
be able to conclude how one variable affects or causes a change in another variable.

Research Methods

predictive hypothesis an educated
Once you have stated a hypothesis, the next step in the research process is to decide on guess about the relationships among
a research strategy and a way of selecting participants. The type of hypothesis you make  Vvariables
(predic.tive or causal) typically determines which researAch. methods you can employ. Youare  caysal hypothesis an educated guess
more likely to use some research methods to test predictive hypotheses and other methods  about how one variable will influence

to test causal hypotheses. another variable
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What research methods are used to test
predictive hypotheses? Several types of research
methods are used to test predictive hypotheses:
naturalistic observations, case studies, surveys, and
correlational research. All these methods are used
when the researcher cannot control or manipulate
the main variables in the study. Each method has
its advantages and disadvantages.

Naturalistic Observations

Naturalistic observations are research studies
that are conducted 1n the environment in which
the behavior typically occurs. For example, Bel-
sky, Woodworth, and Crnic (1996) wanted to
investigate whether the quality of family interac-
tion 1dentifies which families have more difficulty
managing their firstborn sons at 2 years of age.
The researchers measured family interaction by
observing the parents and their toddlers on two
occasions around dinnertime —an environment that naturally produces child management
1ssues. The researcher in a naturalistic study is a recorder or observer of behavior who then
describes or makes predictions about behavior based on what he or she has observed. Because
the researcher does not control events in a naturalistic study, it 1s not possible to pinpoint
the causes of behavior. Therefore, naturalistic studies are predominantly used to achieve the
goals of description and prediction. The observations of Belsky et al. (1996) suggest that the
child’s temperament, the parents’ personalities, and the quality of the parents’ marriage were
just 3 out of 9 measurements that predicted which families might have difficulty controlling
their toddlers.

Suppose you want to observe and describe childhood aggression. Would this lend itself to
naturalistic observation? Where might you conduct such a study? A naturalistic environment
for observing childhood aggression may be a school playground. However, not all behavior
lends itself to naturalistic observation. For example, if you want to study helping behavior
in an emergency situation, it would be very difficult to conduct a naturalistic study. Where
would you make your observations? You could go to disaster scenes, but these observations
would be taking place after the emergency had occurred. Even if you decided on a place, you
could be waiting there a very long time before an emergency actually occurred!

While naturalistic observation does allow a researcher to paint a picture of behavior as it
normally occurs, researchers need to consider the influence of reactivity. Consider the exam-
ple of studying childhood aggression by observing students on a school playground. What
might happen if you were to simply enter the playground, sit down, and start writing about
what you saw? The children might behave differently because of your presence or because of
their awareness that they are being observed or both; as a result, your observations of aggres-
sion might not be reliable or true. Consequently, when conducting a naturalistic observation,
researchers attempt to minimize reactivity. In this way, they can be sure that they are observ-
ing the true behavior of their participants.

A school playground could be an
environment for naturally observing
children’s behaviors.

Case Studies

A case study is an in-depth observation of one participant. The participant may be a person,
an animal, or even a setting such as a business or a school. Every chapter of this book opens
with a brief case study. As with naturalistic observation, in case studies researchers do not
control any variables but merely record or relate their observations. Case studies provide

naturalistic observation observing in-depth information on rare and unusual conditions that we might not otherwise be able
behavior in the environment in which the to study. For example, much of what we know about dissociative identity disorder, formerly
behavior typically occurs called multiple personality disorder, comes from case studies that have been turned into
case study an in-depth observation of books and films such as Sybil, When Rabbit Howls, and The Three Faces of Eve. However,
one person the main disadvantage of the case study method 1s its limited applicability to other situations.
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It 1s very difficult to take one case, especially a rare case, and say that 1t applies to everyone.
In other words, case studies lack generalizability; because of this, the conclusions that are
drawn from case studies are limited to the topic being studied.

Surveys

Many times psychologists want to study a whole group of people but in less depth. A sur-
vey can accomplish this task by asking a large group of people about their attitudes, beliefs,
behaviors, or any combination of these. A large group of people can quickly respond to
questions or statements in their homes, online, over the phone, or out in public. Have you
ever filled out a questionnaire, participated in a phone interview, or completed a survey at
the mall? You were probably asked many questions such as your age, income level, gender,
race, and what products you buy or how you feel about a particular issue or candidate. Your
responses are then sorted by these attributes to see whether, for instance, men are more likely
than women to buy a particular product or vote for a certain candidate.

What are surveys used for? Survey data are used to make predictions and test predictive
hypotheses. Knowing which people are more likely to buy a product enables a company to
market its product more effectively and perhaps devise new strategies to target individuals
who are not buying its products. Similarly, knowing which behaviors are related to a higher
frequency of illness enables a psychologist to predict who 1s more at risk for physical or men-
tal illness. However, who you ask to complete a survey and how you ask them are critical ele-
ments in distinguishing good survey research from biased research.

How do you select the people who will take your survey? In a perfect world, research-
ers would include every person they are interested in studying. This 1s termed the popula-
tion of interest. For a developmental psychologist who specializes in infant development,
all infants would be the population of interest. It is impossible to test everyone, so researchers
select a portion, or subset, of the population of interest called a sample. Because the sample
will be used to make inferences or judgments about the entire population, the sample should
reflect the whole population as much as possible; that is, it should be a representative sample.
Random sampling of participants ensures a representative sample. In a random sample, every
member of the population has an equal chance of being selected to participate in the study;
thus, sampling bias 1s not introduced into the research.

Take a look around at your classmates in your general psychology course. Would this group
qualify as a random sample of your college? Probably not. All the students in the college did
not have the same chance to choose the course. Registration is typically staggered such that
students with more credits get to register earlier than students with fewer credits. So your
class 1s not a random sample. Would the group qualify as a representative sample of college
students? Probably not. As a group, this class may not represent the college student popula-
tion in terms of age, race, income level, major, geographic region, and other characteristics.

The more representative the sample 1s, the more the results will generalize to the popula-
tion of interest. But random sampling is not always possible. Consequently, psychological
research often uses samples of convenience, or groups of people who are easily accessible to
the researcher. The students in your psychology course are a sample of convenience. In fact,
much psychological research relies on using college students as the sample of convenience! In
the United States only 29% of those over the age of 25 have college degrees, so these samples
probably do not represent all types of people and groups (U.S. Census Bureau, 2008).

A second critical element of the survey method is the wording of the questions. A respon-
dent has to be able to understand the question and interpret it in the way the researcher
intended. For example, suppose you were asked to complete a survey at your college that

included this question: How would you rate the services provided to you by the college ~ survey aresearch method that asks a
large group of people about their attitudes,

beliefs, and/or behaviors

generalizability how well a
researcher’s findings apply to other
individuals and situations

over the last semester? And the answer choices were Very Good, Good, Adequate, and Not
Good. The question is assuming that (1) you know what services the college provides, (2)

you have used them, and (3) all respondents evaluate the word good in the same way. Notice population of interest the entire
too that only one of the answer choices reflects less than average performance by the college; universe of animals or people that could
this imbalance in the answers could skew or create bias in the results. For these reasons, it’s be studied

%mpor‘car}t to make ques‘tions .clear and Precise to obtaip accurate estimates of people.’s feel- sample the portion of the population
ings, beliefs, and behavior. Differences in survey question wording have been found in part  of interest that is selected for a study
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to influence rape estimates (Fisher, 2009) and estimates on adolescent sexual behaviors (San-
telli, Lindberg, Abma, McNeeley, & Resnick, 2000), to name just two.

In summary, surveys are advantageous in that they allow psychologists to ask lots of ques-
tions of a large sample of people. Accurate information can be gathered in a relatively short
time. Yet, the survey wording, the representativeness of the sample, and whether people
choose to answer the questions honestly can bias the results.

Correlational Studies

Correlational studies test the relationship, or correlation, between two or more variables: tele-
vision watching and violent behavior, the presence of malls in a community and employment
rates, or depression and gender, for example. Again, in correlational studies the researcher
does not control variables but rather measures them to see if any reliable relationship exists
between them. For example, if we were to measure your weight (one variable), what other
variable might show a relationship to your weight? Your height? Your calorie consumption?
Your gender? Your age? Your life expectancy? If you were to measure all these variables, you
might find that all of them vary in relation to weight. These relationships are correlations.
The strength of a correlation 1s measured in terms of a correlation coefficient, which is a sta-
tistic that tells us the strength of the relationship between two factors. Correlation coefficients
range from —1.00 to +1.00. The closer the correlation coefficient is to —1.00 or +1.00, the
stronger the correlation, or the more related the two variables are. The closer the correlation
coefficient 1s to 0, the weaker the correlation—that is, one variable does not reliably predict
the other variable. For example, in a study on the quality of parent-infant relationships and
the degree of later problem behavior in their children, Rothbaum, Schneider-Rosen, Pott, &
Beatty (1995) found a —.50 correlation between the mother’s quality of attachment to the
infant and later problem behavior in the child. The correlation between the father’s quality of
attachment to the infant and later problem behavior was —.15. The higher correlation found
with mothers suggests that the quality of the mother—child relationship is a better predictor of
subsequent problem behavior than is the quality of the father-child relationship. Generally,
the stronger the correlation between two variables, the more accurate our predictions, but

correlation the relationship between perfect (—1.00 or +1.00) correlations rarely happen in psychology. Human behavior is too
two or more variables complex for such perfect relationships to occur.

positive correlation a relationship in What do the positive dnd negative signs in frogt of the correlation mean? The sign
which increases in one variable correspond before the correlation coefficient tells us how the variables relate to one another (® FIGURE
to increases in a second variable 1.7). A positive correlation means that as one variable increases, the second variable also

tends to increase, or as one variable decreases, the other variable tends to decrease. In both
cases, the variables are changing in the same direction. An example of a positive correlation 1s

OOXIXIEE®I 3 marjuanauseand lungcancer. As marijuana use increases, so does the likelihood of develop-

® Correlation Correlation, a research ing lung cancer (Caplan & Brigham, 1990; “Marijuana as Medicine,” 1997). Another example
method used for prediction, shows how of a positive correlation is similarity in attitudes and attraction. The more similar two people
two variables are related. are 1n attitudes, the more likely they are to be attracted to one another (Byrne, 1969; Fig. 1.7).
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Academic achievement and self-esteem are correlated.

could cause

Academic

. Self-esteem
achievement

could cause )
Academic

achievement

Self-esteem

® Correlation Does Not Mean Causation When two
variables are correlated or related, it does not mean that we
know why they are related. It could be that high academic
achievement causes high self-esteem. However, it is equally
likely that high self-esteem causes high academic achieve-
ment. It is also possible that a third variable, such as genetics,
causes both high self-esteem and high academic achieve-
ment, resulting in a relationship between the two variables.
Correlation can only be used for making predictions, not for
making cause-and-effect statements.

could cause

) could cause
Academic

] Self-esteem
achievement

In a negative correlation, as one variable increases the other variable tends to decrease
in what 1s referred to as an inverse relationship. Notice that the variables are changing in oppo-
site directions. An example of a negative correlation is exercise and anxiety. The more people
exercise, the less anxiety they tend to experience (Morgan, 1987). Or consider the nega-
tive correlation between relationship satisfaction and depression. As relationship satisfaction
increases, feelings of depression decrease (Beach, Sandeen, & O’'Leary, 1990; Fig, 1.7).

Correlational studies enable researchers to make predictions about behavior, but they do
not allow us to make cause-and-effect conclusions (® FIGURE 1.8). For example, there 1s a
positive correlation between academic achievement and self-esteem. Students who have high
academic achievement also tend to have high self-esteem. Similarly, students who have low
academic achievement tend to have low self-esteem. High academic achievement may cause
an increase 1n self-esteem. However, it is just as likely that having high self-esteem causes one
to do better academically. There may be a third variable, such as the parents’ educational
level or genetics, which actually causes the relationship between academic achievement and
self-esteem. A correlational study does not tell us which of these explanations is correct. The
only research method that permits us to draw cause-and-effect conclusions is the experiment.

Experiments

What research method is used to test causal hypotheses? Although several types of
research methods are used to test predictive hypotheses, only one research method can test
a causal hypothesis: the experiment. We will discuss several features of the experiment,
including its advantages and disadvantages.

Necessary Conditions for an Experiment Two main features characterize an experiment.
First, the variables in the study are controlled or manipulated. Second, participants are ran-
domly assigned to the conditions of the study. When these two conditions have been met,
causal conclusions may be drawn. Let’s first turn our attention to the issue of experimenter
control.

The point of the experiment is to manipulate one variable and see what effect this
manipulation has on another variable (® FIGURE 1.9). These variables are termed the inde-
pendent and dependent variables, respectively. The independent variable is the variable
that the experimenter manipulates; it is the cause in the experiment. The dependent
variable measures any result of manipulating the independent variable; it is the effect in
the experiment.

The typical experiment divides participants into two types of groups: experimental groups
and control groups. The experimental groups are those participants who receive the manip-
ulation that is being tested. The control groups do not receive the manipulation that is being
tested; they serve as a baseline comparison for the experimental group. Both groups are then
measured on the dependent variable to see if there 1s a difference between the groups. In some
experiments the control group receives a placebo or inactive substance such as a sugar pill

negative correlation a relationship in
which increases in one variable correspond
to decreases in a second variable

experiment aresearch method that is
used to test causal hypotheses

independent variable the variable in
an experiment that is manipulated

dependent variable the variable in an
experiment that measures any effect of the
manipulation

experimental group the group of
participants that receive the manipulation
that is being tested

control group the group of participants
that do not receive the manipulation that is
being tested
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Elements of an Experiment

Experiment
participants

rather than being given nothing. This is to control for the pla-
cebo effect. The placebo effect occurs when participants show
changes simply because they believe or expect a treatment to
have certain effects. In double-blind studies, both the experi-
menter and the participants are not told who is receiving a pla-

/

Randomly assign
to groups

cebo and who is receiving the actual treatment; they are blind
to which group (experimental or control) a person has been
assigned. In this way neither the participant’s or experimenter’s

expectations will bias the results.
Suppose, for example, that we want to
study the effects of sleep deprivation. Spe-

Control group
gets 8 hours
of sleep

Independent variable
(Cause)

cifically, we hypothesize that sleep depri-

Experimental group
gets 4 hours
of sleep

vation causes deficits in memory. This 1s a
causal hypothesis that can be tested with

an experiment. We decide to manipulate
the amount of sleep participants receive to

Daily activities and
testing conditions
are the same

Same conditions to control
confounding variables

Daily activities and see if it has any effect on memory. In this

testing conditions
are the same

example, the amount of sleep is our inde-
pendent variable. Some participants will

/

be allowed to sleep 8 hours per night for the

Memory test
scores

Dependent variable

| week of our study (control group). Others

Hermory o0 will be allowed to sleep only 4 hours each

.o night (experimental group). The experi-

(Effect)

[F1GURE 1.9

® Elements of an Experiment The
two main ingredients of an experiment
are (1) variables that are controlled or
manipulated and (2) participants that
are randomly assigned to the conditions
of the study. When these two conditions
have been met, causal conclusions may
be drawn.

placebo effect a measurable change
in participants’behavior due to the
expectation or belief that a treatment
will have certain effects

double-blind study an experimentin
which both the experimenter and the study
participants do not know to which group
(experimental or control) participants have
been assigned

confounding variable any factor
other than the independent variable that
affects the dependent measure
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menter has set, or controlled, the amount
of sleep (the independent variable) at two
levels: 8 hours and 4 hours. Each day of
our study we measure the participants’ memory (the dependent variable) by having them
complete several memory tasks. At the end of the study, we compare the memory scores of
those participants who received 8 hours of sleep (control group) with those who received
only 4 hours of sleep (experimental group).

To be sure that 1t 1s the amount of sleep affecting memory and not something else, we
need to be sure that we have controlled any variable (other than the independent variable)
that may influence this relationship. These potentially problematic variables are called con-
founding variables. What confounding variables might we need to control? Maybe age
influences one’s memory or how one handles sleep deprivation. If either of these is true,
we would want to control the age of our participants. We also would want to make sure that
participants had not used any substances known to affect memory or the sleep cycle prior to
their participation in the experiment. Consequently, we would control for this variable too.

Both groups must be treated the same except for the amount of sleep they receive, so the
researcher sets the conditions of the experiment to be the same for both groups. For exam-
ple, every participant should complete the memory tasks at the same time of day, and every
participant should complete the same memory tasks. The criteria for scoring the memory
tasks must be the same as well. The instructions for completing the tasks must be the same.
The lighting, temperature, and other physical features of the room in which the participants
sleep and complete the memory tasks should be the same for all participants. Our purpose
1s to design a study in which we manipulate the independent variable to see its effect on the
dependent variable. If we control any potentially confounding variables that influence this
relationship and find a difference in the dependent variable between our groups, that differ-
ence 1s most likely due to the independent variable, and we have established a cause-and-
effect relationship.

What if the experimenter does not control a confounding variable? We now have
more than one variable that could be responsible for the change in the dependent variable:
the independent variable and the confounding variable. When this occurs, the researcher
1s left with an alternative explanation for the results. The change in the dependent variable
could have been caused by the independent variable, but it also could have been caused by
the confounding variable. Consequently, causal conclusions are limited.
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Let’s not forget the second condition necessary for an experiment—how participants are
assigned to the conditions of the independent variable. Just as we do not want any differences
in the nature of our conditions other than the amount of sleep, we must be sure that there are
no differences in the composition of our groups of participants. Psychologists eliminate this
problem through random assignment of participants to the conditions of the study. In our
example on sleep and memory, assigning all the males in the sample to the 4-hour sleep con-
dition and all the females to the 8-hour sleep condition would create a confounding variable.
Gender differences might have an effect on memory scores. It may be that gender (the con-
founding variable) rather than sleep deprivation (the independent variable) is the cause of a
difference in memory. To eliminate the influence of such confounding variables, experiment-
ers randomly assign participants to conditions. Each participant has an equal chance of being
placed in either condition. Male participants are just as likely to be assigned to the 4-hour
condition as they are to the 8-hour condition, and the same is true for female participants. In
this way, any participant variable that has the potential to influence the research results 1s just
as likely to affect one group as it is the other. Without random assignment, confounding vari-
ables could affect the dependent variable. This 1s typically what occurs in quasi-experiments.

A quasi-experiment is in some ways like an experiment. The researcher manipulates
the independent variable and sets the other conditions to be the same for both groups. How-
ever, the second requirement for an experiment—randomly assigning participants to condi-
tions—has not been met. Quasi-experiments use existing groups of people who differ on
some varlable. For example, suppose you want to see if smoking cigarettes during pregnancy
causes lower-birth-weight babies. For ethical reasons, you cannot assign some pregnant
women to smoke and prevent others from smoking. Instead, for your smoking conditior'l, you random assignment participants
must select pregnant women who already smoke. These women may differ on other variables have an equal chance of being placed in
when compared to pregnant women who do not smoke. For example, their eating habits ~ any condition of the study

may differ. As a result, a confounding variable (the diet of the mothers) rather than smoking . .
b quasi-experiment aresearch study

that is not a true experiment because
: : el « ” :
quasi-experiments do not meet the conditions necessary for a “true” experiment, causal con- participants are not randomly assigned

clusions based on these designs should be made cautiously (Shadish, Cook, & Campbell, to the different conditions
2002; West, 2009).

could cause a difference in the dependent variable (the birth weight of the offspring). Because

Advantages and Disadvantages of Using Experiments Experiments have several advantages. g s,dying behavior in a lab

First, 1t is only through experimentation that we can approach two of the goals of psychol- environment, researchers are better
ogy: explaining and changing behavior. An experiment is the only research method that  aple to control the variables in an
enables us to determine cause-and-effect relationships. This advantage makes interpreting  experiment.

research results less ambiguous. In an experi-
ment we attempt to eliminate any confounding
variables through experimenter control and ran-
dom assignment of participants to groups. These
techniques enable us to draw clearer conclusions
from research results.

If experiments are so great, why don’t we

just use them all the time? First, experiments
do not address the first two goals of psychology:
describing and predicting behavior. These are
often the first steps in understanding behavior,
and naturalistic observation, surveys, and cor-

relational studies are quite usetful for doing this.

Second, 1n an attempt to control confounding
variables, experiments conducted in laboratory
settings may create an artificial atmosphere. It
1s then difficult to know if the same result would
occur In a more natural setting. This may be -
another reason to conduct naturalistic observa-
tions or correlational studies. Third, sometimes '

employing the experimental method is simply
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not possible for ethical or practical reasons. As we mentioned in the case of quasi-experi-
mental designs, we cannot force people to be randomly assigned to a condition that would
harm them (such as smoking) or that does not pertain to them (such as having high blood
pressure). Psychologists must follow certain ethical guidelines and practices when conduct-
ing research. We turn our attention to this topic next.

Let’'s
REVIEW In this section we detailed the goals of psychology, identified the steps of the
scientific method, and described methods of research. For a quick check of your understand-
ing, try answering the following questions at increasing levels of difficulty.

1. The more hours that students work, the less successful they are academically. This is an
example of what type of correlation?
a. zero c. perfect
b. positive d. negative

2. Inan experiment on attitudes, participants are given either positive or negative information
about a speaker and then asked to evaluate the effectiveness of the speaker. In this experiment,
which is the independent variable?
a. the effectiveness of the speaker
b. the type of information the participant is given
c. attitude change
d. the speaker

3. When we know that two events regularly occur together, which goal of psychology can be

met?
a. predicting behavior ¢. understanding behavior
b. changing behavior d. explaining behavior

C @€ TP L SHIMSNY )

| LEARNING |
[ _____O0BJECTIVE |
?
What Should You Know? WHAT ARE THE ETHICcAL RULES
® Describe the main ethical prin-

£ i o s oF PsycHoLocicAL RESEARCH?

as they conduct research. . . . . .
Generally, psychologists affiliated with universities and colleges cannot conduct research

unless their research proposal has passed review by an Institutional Review Board (IRB).
The function of the IRB 1s to ensure that the research study being proposed conforms to a set
of ethical standards or guidelines. This section details who sets these standards and what the
main responsibilities are for psychologists who conduct research.

Ethical Guidelines for Participants

Who sets the ethical guidelines for psychological research? The American Psychological
Association (APA), one of the main professional organizations for psychologists, has taken
the lead in establishing ethical guidelines, or professional behaviors that psychologists must
follow. These guidelines, the “Ethical Principles of Psychologists and Code of Conduct”
(APA, 2002), address a variety of issues, including general professional responsibility, clinical
practice, psychological testing, and research. Here we look at the guidelines psychologists
Institutional Review Board (IRB) must f(?llow when cogducting re§earch w%th humans and animals. The ethical duties of psy-
2 committee that reviews research chologists who treat clients are discussed in Chapter 15.
proposals to ensure that ethical What is the Golden Rule for conducting research on human participants? One of
standards have been met the main concerns of the IRB is to ensure that the proposed research has met the ethical
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guideline of respect and concern for the dignity and welfare of the people who participate
(APA, 2002). Researchers must protect participants from any potential harm, risk, or danger
as a result of their participation in a psychological study. If such effects occur, the researcher
has the responsibility to remove or correct these effects. In the experiment that Watson and
Rayner conducted on 9-month-old Albert discussed earlier in the chapter, the fear that Albert
developed toward white rats was never removed. Today the procedure for this experiment
would be considered unethical. Watson caused harm to Albert and did not remove his fear
at the end of the experiment.

A fundamental principle of ethical practice in research is informed consent. Research-
ers inform potential participants of any risks during the informed consent process, wherein
the researcher establishes a clear and fair agreement with research participants prior to their
participation in the research study (APA, 2002). This agreement clarifies the obligations and
responsibilities of the participants and the researchers and includes the following information:

The general purpose of the research study, including the experimental nature of any treat-
ment

Services that will or will not be available to the control group

The method by which participants will be assigned to treatment and control groups

Any aspect of the research that may influence a person’s willingness to participate in the
research

Compensation for or monetary costs of participating

Any risks or side effects that may be experienced as a result of participation in the study

Prospective participants are also informed that they may withdraw from participation in
the study at any time, and they are informed of any available treatment alternatives. In addi-
tion, the researcher agrees to maintain confidentiality. Personal information about partici-
pants obtained by the researcher during the course of the investigation cannot be shared with
others unless explicitly agreed to in advance by the participant or as required by law or court
order. See the ® TECHNOLOGY AND BEHAVIOR box for concerns regarding online research.

Can you trick participants in an experiment? It is not always possible to fully inform
participants of the details of the research, as it may change their behavior. For this reason,
psychologists sometimes use deception in their research. For example, suppose we wanted
to research student cheating. If we tell participants we are studying cheating behavior, it will
likely influence their behavior. If we tell participants we are investigating student-teacher
behavior, we can measure student cheating more objectively. However, the use of deception
must be justified by the potential value of the research results. Moreover, deception can be
used only when alternative procedures that do not use deception are unavailable.

If participants have been deceived in any way during the course of a study, the researcher
1s obligated to debrief participants after the experiment ends. Debriefing consists of full dis-
closure by the researcher to inform participants of the true purpose of the research. Any mis-
conceptions that the participant may hold about the nature of the research must be removed
at this time. For example, suppose you volunteer to participate in a psychological experiment
on attitudes toward your school. You arrive at the psychology lab at the appropriate time and
are asked to wait in a room for a moment with two other participants. While in the waiting
room, the other participants start talking to you. One 1s very pleasant and kind, but the other
1s rude, negative, and overbearing. The researcher then arrives and escorts you to another
room 1n which you complete a self-esteem questionnaire. After completing the question-
naire, you are then told that the true purpose of the study was to investigate your reaction to

the people in the waiting room. The researcher 1s exploring how positive and negative behav-  informed consent research

iors influence another person’s self-esteem. The two people in the waiting room were not ~ Participants agree to participate after
really participants but confederates, individuals who pose as participants but who are really being told about aspects of the study
working for the researcher. In such an experiment, you were not physically or psychologically confidentiality researchers do not
harmed, so the deception and subsequent debriefing were ethical. This ethical standard was  reveal which data were collected from
not always met in the past. Consider the following research study. which participant

In the 1960s Stanley Milgram (1963) set out to determine if the average person could be debriefing after an experiment

induced to hurt others in response to orders from an authority figure. (You will read more participants are fully informed of the
about Milgram’s research in Chapter 11.) Participants were deceived into believing that they  nature of the study
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Over 2 million hits occur when you type “online psychology
lab”into any search engine. Many of these results will direct you
to research laboratories at well-known universities across the
United States where you can participate in online experiments
and surveys—performing tasks or answering questionnaires
from the convenience of your own home. What are the advan-
tages and disadvantages of online research, and are the results

from such research believable? The answer is perhaps.

Numerous online psychology labs now exist where people can
participate in psychological research from the convenience of
their own home.

In many ways online psychological research is subject to
the same methodological concerns as traditional research. How
you design your study, give directions, and ask questions can be
interpreted differently by your participants, and thereby influ-
ence your results. Participants may not give honest answers,
or they may answer questions to make themselves look better

Image Source/PhotoLibrary

or to support or disprove what they believe to be the research-
er's hypothesis. However, using the Internet for psychological
research presents additional challenges in the areas of sampling
and ethics.

On the plus side, researchers conducting online research
have the distinct advantage of soliciting a larger and more
diverse sample at a fraction of the cost, with improved efficiency
and data storage (Gosling & Johnson, 2010). Thousands of partic-
ipants from all over the world may be gathered over the Internet
as opposed to a few hundred that can be collected on-site. How-
ever, recall that the people you get to participate in your study
are very important to the conclusions of your study. Internet
research does not ensure a representative sample. Some people
do not have access to a computer or may not know how to use
the Internet. Web surveys often produce a lower response rate
than traditional formats (Fan & Yan, 2010), and people who com-
plete online research may be different in some way from people
who are less willing to complete online research. This produces
a confounding variable that presents an alternative explana-
tion for one’s results. Moreover, researchers may not be able to
ensure that participants are who they say they are. People can
more easily falsify their identity on the Internet than they can
in person, calling into question the “true” characteristics of the
sample that is generated.

In addition to sampling concerns, online research presents
unique ethical challenges (Eynon, Schroeder, & Fry, 2009). Psy-
chologists have a duty to maintain confidentiality and privacy
of participants’ data and personal information. Researchers may
or may not consider security as part of their data collection plan
or may not have the necessary training to implement electronic
security. In such cases, researchers may need to consult techni-
cal experts to ensure the security of online information. Even
with the best security, databases may still be compromised.
Universities and professional organizations will need to develop
ethical practices to address these issues.
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Although Stanley Milgram debriefed
his participants, he still caused them
psychological harm. Such a study
violates current ethical standards of
psychological research.

Obedience © 1965, Stanley Milgram

were participating in a research study on learning rather than on obedience. Participants were
told that they would be playing the role of a “teacher” in the experiment. Participants were
introduced to a “learner” who was then led to a separate room. The teacher’s job was to
administer electric shocks to the learner every time the learner made a mistake in an effort to
help the learner better learn a list of words. In reality, the participant was not actually shocking
the learner. The learner’s responses were prerecorded on a tape, but the participants did not
know this and believed they were, indeed, shocking the learner.

Despite the fact that participants believed the learner to be ill or worse, most of them con-
tinued to follow the experimenter’s orders. A full 65% of the participants shocked the learner
all the way up to the highest shock level. During the procedure, Milgram'’s participants exhib-
ited emotional distress. Although Milgram debriefed his participants after the study, he still
violated the ethical principle of psychological harm. He was criticized for exposing partici-
pants to the trauma of the procedure itself and for not leaving the participants in at least as
good a condition as they were prior to the experiment (Baumrind, 1964). Because of these
ethical problems, a study such as this would not be approved today.

We should also note that for years the primary focus in research was on White males.
Women and minorities were not only discouraged from becoming professionals in psychol-
ogy but also were largely ignored or neglected when studying psychological issues. Many
minority and female as well as male psychologists have contributed to the field of psychology
by addressing these shortcomings and designing research that looks specifically at the behav-
1ors of minorities and women.

Ethical Guidelines for Animal Research

Animal studies have advanced our understanding of many psychological issues, including
the importance of prenatal nutrition, our treatment of brain injuries, and our understanding
of mental disorders (Domjan & Purdy, 1995). Psychologists must meet certain standards
and follow ethical guidelines when conducting research with animals. Psychological research
using animal subjects must also be approved by an IRB. Less than 10% of all psychological
studies involve animal subjects, and these consist mainly of rodents and birds (APA, 1984).
Animals must be treated humanely and in accord with all federal, state, and local laws and
regulations. Researchers are responsible for the daily comfort, housing, cleaning, feeding,
and health of animal subjects. Discomfort, illness, and pain must be kept at a minimum,
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and such procedures can only be used if alternative procedures are not available. Moreover,
harmful or painful procedures used on animals must be justified in terms of the knowledge
that is expected to be gained from the study. Researchers must also promote the psychologi-
cal well-being of some animals that are used in research, most notably primates (APA, 2002).

In the chapters that follow, we will detail more specifically psychological research in the
main specialty areas of psychology. For example, in the next chapter, we start with the bio-
logical processes that underlie all behavior. Each chapter will prepare you for mastering the
concepts of the next chapter, and we frequently remind you of concepts presented in earlier
chapters to help you connect the information. A visual summary entitled Are You Getting the
Big Picture? concludes each chapter. It will help you remember the topics and concepts that
have been introduced and further your understanding of how these concepts relate to one
another.

Let's
REVIEW As a quick check of your understanding of ethical considerations in research, try
answering the following questions at increasing levels of difficulty.

1.  Whatis the rule for deceiving participants in a psychological study?

a. Deception is never allowed in psychological research. It is against the law and you go to
jail if you use it.

b. Deception is allowed only when using animals as subjects; human beings are too intel-
ligent for deception.

c. Deception is allowed when alternative procedures are unavailable and participants are
debriefed at the end of the study.

d. Deception can be done under any circumstances because psychological research never
harms participants.

2. Which of the following is not an ethical guideline psychologists must follow when conducting
research?

a. paying participants for their participation ~ c¢. freedom from harm
b. informed consent d. confidentiality

3. Dr. Kwan is performing case study research. She should be most concerned with which of the
following ethical principles?

a. deception c. debriefing
b. physical harm d. confidentiality

C P g€ T L SHIMSNY )
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KEY TERMS

psychology (3) introspection (8) behaviorism (10) cognitive psychology (13)
scientific method (3) Gestalt psychology (8) stimulus (10) positive psychology (13)
theory (6) functionalism (9) response (10) biological/physiological
structuralism (8) psychoanalytic theory (10) humanism (12) perspective (13)
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neuroscience (14) applied research (17) sample (25) double-blind study (28)
evolutionary perspective (14) prediction (22) correlation (26) confounding variable (28)
cognitive perspective (14) hypothesis (22) positive correlation (26) random assignment (29)
psychodynamic predictive hypothesis (23) negative correlation (27) quasi-experiment (29)
perspective (14) causal hypothesis (23) experiment (27) Institutional Review
behavioral perspective (15) naturalistic observation (24) independent variable (27) Board (IRB) (30)
sociocultural perspective (15) case study (24) dependent variable (27) informed consent (31)
humanistic perspective (15) generalizability (25) experimental group (27) confidentiality (31)
eclectic approach (16) survey (25) control group (27) debriefing (31)
basic research (17) population of interest (25) placebo effect (28)

e

YOURSELF!

Now that you have studied the chapter, assess your comprehen- 5. Which of these modern perspec-
sion of the material by answering the following questions. Then tives most emphasizes external
use the key at the end to determine if your understandingis at the causes of behavior?

basic, intermediate, or advanced level. For a more comprehen-
sive assessment of your learning, please see your student study
guide and your Psychology CourseMate (www.cengagebrain
.com).

a. biological

b. behavioral

¢. psychodynamic
d. evolutionary
4. Which of the following topics would a psychologist have

the least interest in? 6. Which of the following professionals is most likely to

) prescribe medication for a mental health disorder?
a. learning

b. sexuality
c. weather patterns
d. color perception

a. a clinical psychologist

b. a psychiatrist

c. a biopsychologist

d. an experimental psychologist

N

Which of the following is the most likely educational

attainment of the majority of psychologists? 7 . Theories are used for which goal of psychology?

a. describe
a. doctorate degree
, b. observe
b. master’s degree .
bachelor’s d c. predict
c. bachelor’s degree d. explain

d. associate’s degree

. . . 5
3. Dr. Vaz conducted an experiment in which she randomly 8. Correlational studies test which type of hypotheses:

assigned her participants to one of two conditions. In the a. predictive

first condition, the participants were shown visual images b. causal o

of common objects and then one hour later asked to c. bOFh pr ed1ct1’ve. and causal

recall as many of the objects as they could remember. In d. neither predictive nor causal

the second condition, the participants heard the names 9. As an educational psychologist, you might use natu-

of the same objects and then one hour later were asked to
recall as many of the objects as they could. Dr. Vaz then
compared the number of items recalled for these two
groups of participants. In this experiment, which of the
following is the independent variable?

ralistic observations of college students in a test-taking
environment to get at which of psychology’s goals?

a. change behavior
b. predict behavior

. c. explain behavior
a. the number of 1items recalled d. describe behavior

b. whether the participants saw or heard the objects
c. the sex of the participants
d. the room in which the participants took the exam a. behavior only

10. Psychology is the scientific study of

b. mental processes only

e

Given the information in the preceding question, which
of the following would be considered a confounding
variable?

¢. behavior and mental processes

d. the brain and the body

a. the objects

b. random assignment of participants

c. any visual or hearing deficits the participants may have
d. the recall of the participants
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11. Many modern psychologists follow the
approach to psychology, in that they do not adhere
strictly to one psychological perspective.

a. eclectic

b. pragmatic

c. functional

d. common sense

12. Dr. Wernike performs basic research in the areas of sensa-
tion, perception, and learning. Dr. Wernike 1s what type
of psychologist?

a. health

b. experimental
c. developmental
d. social

13. Psychologists test ideas about behavior by following a set
of rules called the

a. eclectic approach
b. survey method

c. hypothesis testing
d. scientific method

14. Dr. P1 wants to test the hypothesis that smoking mari-
Juana impairs one’s ability to remember information.
What type of research method will Dr. Pi most likely
have to use to test this hypothesis?

a. a true experiment
b. a case study

¢. a quasl-experiment
d. a survey

15. The longer the commute for a student to a college cam-
pus, the less likely he or she is to complete a degree. This
1s an example of a

a. negative correlation
b. positive correlation
c. zero correlation

d. perfect correlation

Scoring Key

Below are the answers and the associated point values for each
of the Learning Challenge questions. Circle the associated
points for each question that you answered correctly. To obtain
your Learning Challenge Score, add up the points you circled
and write the total in the blank below.

1.CG 1pt 6.B, 2 pts A1.A, 1pt
2_A, 1pt 7.D, 3 pts 12.B, 2 pts
5.B, 2 pts 8. A, 3pts 13.D, 1pt
4a.C, 3pts 9.D, 2 pts 14.C, 3 pts
5.B, 3 pts 10.C, 1pt A5.A 2 pts

Learning Challenge Score

(27-30) Congratulations! You scored at the advanced level. You
are well on your way to mastering the material. Take the next
step by answering the questions in your Student Study Guide
or your Psychology CourseMate (www.cengagebrain.com).

(21-26) You are almost there! You scored at the intermediate
level. Review the material you missed before moving on to
answer the questions in your Student Study Guide or your Psy-
chology CourseMate (www.cengagebrain.com).

(20 and below) You are on your way, but you're not there yet!
You scored at the beginner level. It appears that you need to
carefully review the chapter to improve your mastery of the
material.

USE IT OR LOSE IT: APPLYING PSYCHOLOGY

1.  Suppose Wilhelm Wundt, William James, and Sigmund
Freud had the opportunity to sit down and discuss the
causes of behavior. What might this conversation sound
like? On what issues might they agree? On what 1ssues
might they disagree?

2. Explain depression from each of the modern perspec-
tives and using the eclectic approach. Use The Big
Picture Review as a guide if you need help.

3. Design a research study to test the idea that listening to
rock music while studying facilitates learning. What type
of hypothesis would you make? Could this idea be tested
by naturalistic observation? How could you set up a cor-
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relational study to test this idea? Could an experiment be
designed to address this issue? What types of conclusions
could you reach from these different research methods?
What ethical considerations would you follow when
conducting this study?

4. Explain how you can apply the scientific method to
decide on a college major or a career choice. Could this
method also be used as part of your decision-making
process when purchasing a large item such as a car or
a house? Explain how it could be used for these major
purchases.
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Student Study Guide

To help organize your learning, work through Chapter 1 of the
What Is Psychology? Student Study Guide. The study guide
includes learning objectives, a chapter summary, fill-in review,
key terms, a practice test, and activities.

CENGAGENOW"
CengageNOwW —

Go to www.cengage.com/login to link to CengageNOW,
your online study tool. First take the Pre-Test for this chapter to
get your personalized study plan, which will identify topics you
need to review and direct you to online resources. Then take the
Post-Test to determine what concepts you have mastered and
what you still need work on.

CourseMate @
Access an 1interactive eBook, chapter-specific interactive learn-
ing tools, including flashcards, quizzes, videos, and more in
your Psychology CourseMate, available at CengageBrain.com.

Aplia aplia
Aplia™ 1s an online interactive learning solution that helps
you improve comprehension—and your grade by integrat-
ing a variety of tools such as video, tutorials, practice tests, and
interactive eBook. Founded by a professor to enhance his own
courses, Aplia provides automatically graded assignments with
detailed, immediate explanations on every question, and inno-
vative teaching materials. More than 1,000,000 students like
you have used Aplia at over 1,800 institutions. Aplia should
be purchased only when assigned by your instructor as part of
your course.
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C HAPTER

Chapter 1 has given you an overview '

of the field of psychology and how

psychologists do research. We hope m Y,
that as you read this chapter, you

were able to see how Michael Oher’s
story highlights many behaviors
psychologists study such as motiva-

WHAT IS PSYCHOLOGY?

tion, racism, the effects of poverty, ® To think like a psychologist, you must be skeptical about explanations

and love. of behavior, rather than accepting of them. Psychology is not simply giv-
ing advice, not just “common sense,”and not limited to studying mental
illness.

® Psychologists study all types of behaviors, from helping behavior to
how people manage stress to love, aggression, and so on using the sci-
entific method.

HOW DID PSYCHOLOGY BECOME A SCIENCE?

® Psychology became a distinct field of scientific study when

-
‘ ‘
© Whisson/Jordan/Corbis

Wilhelm Wundt established the first psychology labora-
tory, in Germany, in 1879. Wundt and Titchener studied the
elements that explained mental processes (structuralism).

© Bettmann/Corbis

® William James's focus was on how particular behav-
iors helped people adapt to their environment
(functionalism).

® Sigmund Freud, one of the most famous people
to influence psychology, believed the key to under-
standing behavior was uncovering unconscious motiva-
tions ( psychoanalytic theory).

Wilhelm Wundt

® John B.Watson and B. F. Skinner emphasized the need to
study observable behavior and the influence of the
environment on behavior (behaviorism).

® [n contrast to the environmental focus of behav-
iorism, Carl Rogers and Abraham Maslow empha-
sized free will and personal growth in determining
behavior (humanism). Sigmund Freud

© Topham/The Image Works

Archives of the History of American Psychology,

University of Akron, Akron, Ohio

® Another modern approach that moved away from behaviorism was cog-
nitive psychology, which seeks to understand key mental processes such
as memory, problem solving, and decision making. This was followed by
the birth of positive psychology, which describes the factors that con-
tribute to happiness, positive emotions, and well-being.

Rosalie Rayner and John B. Watson

WHAT ARE THE FOUR GOALS

OF PSYCHOLOGICAL RESEARCH?

® To describe behavior © To explain behavior

® To predict behavior ® To control or change behavior
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Are You Getting THE

WHAT IS PSYCHOLOGY LIKE TODAY? » —L » »
PICTURE?,
® Other major forces in psychology today include:

® biological psychology, which examines the physiologi-
cal contributions to behavior

® evolutionary psychology, which looks at how behav- . b,
ehavwor_al Cogmllv_e
iors may be genetically programmed to help us adapt esoectVe Rersect Vel
better for survival

® sociocultural psychology, which researches behaviors
. . Psychodynamic
across ethnic groups and nations perspective

Sociocultural
perspective

Biological
perspective

Evolutionary
perspective

® Psychologists today embrace an eclectic approach to
studying and understanding behavior.

® Psychologists typically have a doctorate in psychology,
which usually involves 5-7 years of postgraduate study
and research beyond the undergraduate degree.

® There are numerous specialty areas of psychology,
including:
® developmental psychology (which studies child and
adult development)

® social psychology (which examines ways in which we
are influenced by others)

© Bettmann/Corbis

© Condé Nast Archive/Corbis

® industrial/organizational psychology (which looks at

behavior i the workplace) ® Of those pursuing graduate work in psychology,

women now outnumber men although they still

lag behind men as a percentage of full professors

® health psychology (which focuses on ways to promote and tenured faculty at U.S. psychology graduate
health and prevent illness) departments.

® experimental psychology (which performs basic
research on sensation, perception, and learning)

® clinical or counseling psychology (administering ther- ~ ® There has been an increase in the number of racial
apy to assist individuals with mental health problems) and ethnic minority students majoring in psychol-
ogy, but their numbers are still smaller than their

percentage in the general population.

HOW IS PSYCHOLOGICAL RESEARCH CONDUCTED?

® Psychologists form predictive and causal hypotheses, and then

conduct research using the scientific method.

© Predictive hypotheses are tested by naturalistic observation, case
studies, surveys, and correlational studies.

© (Causal hypotheses are tested by experiments in which variables are
controlled and care is taken to test a random sample of a popula-
tion of interest. The experimental group is compared to the con-
trol group on the dependent variable to see if the independent
variable had an effect.

© To ensure humane conduct of experiments, the American Psycho-
logical Association has established a strict set of ethical guidelines
that must be followed when researchers study animals and humans.

© Laura Dwight/PhotoEdit
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a3 What Would We
=3 | Be Without a
td ) rt)ré =3 | Healthy Brain?

When did you last stop to wonder how your brain works? For most of us, the answer to
that question is probably never! Most of us lead our lives without giving our brain much
thought. Every day we go about our business, taking for granted our ability to move,
speak, feel, and breathe. We seldom, if ever, stop to think about the amazing internal
systems that allow us to accomplish these tasks. Sometimes the best way to gain an
appreciation for things we take for granted is to see what life would be like without
them. In the following case study, we see what life was like for Jean-Dominique Bauby
when he suddenly lost much of his brain function. After reading his story, you will prob-
ably have more respect for your own brain and the abilities it gives you.

When Jean-Dominique Bauby began his day on December 8, 1995, his life was the
essence of success. At age 43 he was editor-in-chief of the French fashion magazine
Elle, the father of two loving children, a world travele—a man who seemed to have
everything. But all of this was about to change. That afternoon, as Bauby was driving,
he suddenly began to experience unusual neurological problems. As he drove along,
Bauby began to feel as if he were moving in slow motion. His vision began to blur
and double, and familiar landmarks along the road
seemed only vaguely recognizable. Realizing that
he was in trouble, Bauby pulled off the road and
attempted to get out of the car, only to find that he
was unable to walk. He collapsed and was rushed
to a nearby hospital where he lapsed into a coma
that lasted nearly three weeks.

As you may have guessed, Bauby experienced
a stroke on that December afternoon. Blood flow
to the brainstem was disrupted, leaving Bauby with
what physicians call “locked-in syndrome.” Those
with locked-in syndrome remain conscious but
are almost completely unable to move or speak.

They are essentially trapped or “locked” inside their

bodies. When Bauby awoke from his coma, he was
aware of his surroundings but unable to move any part of his body except for his left
eyelid. He was also completely mute and half deaf, and because he was unable to blink
his right eye, it had to be sewn shut to protect his cornea. Bauby lived the remaining 15
months of his life in this locked-in state, unable to move or speak but very aware of his
surroundings and quite able to think and feel.

If Bauby's story ended here, it would certainly be a sad tale, but there was more to

his life than this tragedy. There was also the remarkable triumph of an intelligent and
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Ml a5 = (continued)

resourceful man. Bauby gradually learned to communicate with others by doing the

only thing he could—Dblinking his left eye. Using an ingenious system, an assistant
would read off the letters of the alphabet one at a time. When the assistant read the
appropriate letter, Bauby would blink and the assistant would gradually compile
the words and phrases that Bauby spelled out. Although it was painstaking, this
system allowed Bauby to communicate with those who were patient enough to
go through the process. Through blinking, Bauby was able to free himself to a
small but meaningful degree from the prison of locked-in syndrome.
Not only did Bauby communicate with his family and friends, he also dic-
tated a best-selling book that was later made into a major motion picture in
2007. Itis estimated that Bauby had to blink his eye more than 200,000 times
to dictate the manuscript (Maclntyre, 1998). The Diving Bell and the Butter-
fly (Bauby, 1997), published in France just days after his death on March 9,
1997, recounts Bauby’s struggle to cope with the infirmities he suffered as
a result of his devastating stroke, as well as his musings on the life he lost
that December day. It also serves as a testament to the awesome com-
plexity and power of the human brain. We take for granted that our brain
and nervous system will function properly and allow us to do just as
____ we wish. Bauby himself wrote of how unaware he had been of the
functioning of his brainstem until it failed him and he was locked
forever inside his body.

In this chapter we explore many aspects of the biological pro-
cesses that underlie our behavior. You will begin to recognize the
amazing intricacy and precision with which the systems within our

bodies influence even our simplest behaviors. Keep the story of Jean-
Dominique Bauby in mind as you read this chapter. Be aware that right
now, as you read this page, everything you are doing—reading, learn-
ing, holding the book, blinking, breathing, and so on—originates in your
wonderfully complex nervous system. By the end of the chapter, you'll
have a better understanding of how your nervous system makes all these
behaviors possible.

Jean-Dominique Bauby blinked more
than 200,000 times to write The Diving
Bell and the Butterfly after having a
stroke and ending up in a locked-in
state. In 2007, the book was made into
a motion picture that was nominated
for and won many awards, including
prizes at the Cannes Film Festival.
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How DoEes THE BRAIN COMMUNICATE?

As the case of Jean-Dominique Bauby makes painfully apparent, we rely on our bodies to
do everything for us. We do not question that our brain will somehow store the information
we just learned in psychology class and that on exam day it will retrieve that information.
We take for granted that we will be able to walk, to talk, to play baseball, and to maintain
a constant body temperature and a steady heart rate. But how are such everyday miracles
accomplished? How does your brain know when you need to eat or sleep? How does your
brain tell the muscles of your arm to contract so you can throw a baseball? In short, how
does the brain communicate?

The brain communicates with itself and the rest of the body over networks of specialized
information-carrying cells called neurons. Neurons use a sophisticated communication sys-
tem to conduct the signals that allow us to control our bodies. For example, when you touch
a hot stove, neurons in your fingertips send information up your arm to your spinal column.
In response to this possible threat, signals are sent back out from the spine to the muscles
of your arm. The result is a quick, reflexive jerking of your arm away from the hot stove
(® Ficure 2.1).

Using newly developed techniques, some researchers now estimate that the average adult
male brain weighs about 1.5 kg (about 100 g more than the average female brain) and con-
tains roughly 86 billion neurons, far less than the often cited estimate of 100 billion neurons.
In addition to the neurons, the brain contains approximately the same number of glial cells
(Azevedo et al., 2009). Glial cells have been traditionally thought to outnumber neurons (by
about 10 to 1) and to merely provide support functions for them, such as providing nutrients
and removing wastes. However, both of these assumptions have recently been called into
doubt. Some researchers now believe that glial cells do not outnumber neurons in the brain
(Azevedo et al., 2009), and rather than merely supporting neurons, the glial cells can directly
regulate the signals that neurons send to one another (Araque, 2008; Huang & Bergles, 2004;
Overstreet, 2005; Volterra & Steinhauser, 2004). Although researchers continue to investigate
the role of glial cells in information processing in the brain, we already have abundant evi-
dence of the important support functions of glial cells.

For starters, glial cells help maintain
the chemical environment of the neu- 3
ron, and they help repair neural damage
after injuries. However, one of their most
important functions is forming myelin. o
Myelin 1s a whitish, fatty, waxy substance
that coats many neurons. This protective
coating insulates and speeds up neural
signals. Much like rubber or plastic insu-
lation on an electrical cord, myelin helps
the signal get where it 1s going quickly.
Myelinated neurons can conduct signals
much faster than unmyelinated neurons.
To appreciate what myelin does for neu-
ral communication, let’s look at what hap-
pens when myelin 1s lost due to illness.

Multiple sclerosis (MS) 1s a disease that
attacks and destroys the myelin insulation
on neurons and also damages the neurons
themselves (Herz, Zipp, & Siffrin, 2009).
People with MS have difficulty controlling
the actions of their body and have sensory
problems, including numbness and vision
loss. When myelin breaks down, neural
signals are greatly slowed down or halted
altogether. Initially, movement becomes

Spinal cord
(cross section)

9 Sensory (afferent) neurons
send information from your
(hot) fingertips up your arm
and to your spinal cord.

______LEARNING |
| ___OBJECTIVES |
What Should You Know?

® Describe the basic structure of
a neuron, including the axon,
dendrites, and synapse.

® Explain what an action potential
is, and describe how it moves
down the axon and across the
synapse.

® Explain what excitation and
inhibition are, and how they
occur at the synapse.

neurons cellsin the nervous system
that transmit information

glial cells brain cells that provide
support functions for the neurons and may
play a role in regulating neural signaling

myelin fatty, waxy substance that
insulates portions of some neurons
in the nervous system

[F1GURE 2.1

The Neurons Involved in a Reflex
When you touch a hot stove, neurons

in your fingertips send information

up your arm to your spinal column.

In response to this possible threat,
signals are sent out from the spine to
the muscles of your arm. The resultis a
quick, reflexive jerking of your arm away
from the hot stove.

In the spinal cord, information
travels from sensory neurons
to motor neurons.

9 Motor (efferent) neurons

send information from your
spinal cord to your arm
muscles, signaling them
to contract, jerking your
hand away.

@ You touch the hot stove; the
heat registers in your skin's
sensory receptors.
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Television talk show host Montel
Williams has multiple sclerosis, a
disease that results in destruction of

myelin. As the myelin is destroyed,
patients may suffer from a variety of
neurological symptoms including
difficulty moving and sensory loss.

Receiving end
of neuron

Cell body

Dendrites

HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

difficult; as the disease progresses, voluntary movement of some muscles may become
impossible. Sensory systems such as vision may also fail because incoming signals from the
eye do not reach the vision processing parts of the brain. Life often becomes very challenging
for people with MS as the “orders” sent to and from the brain are delayed or lost along the
way.

Without myelin our nervous system cannot function properly—our neurons cannot eth-
clently carry information from one point to another. As psychologists, we are particularly
interested in understanding how healthy neurons send signals throughout the nervous sys-
tem. Before we can examine how neurons transmit signals, we must first examine the anat-
omy of neural cells and how they connect with one another in the nervous system.

What Does a Neuron Look Like?

Like any cell in the body, the neuron has a cell body that contains a nucleus (® FIGURE 2.2).
The cell body 1s somewhat similar in shape to a fried egg with the nucleus being the yolk. Like
the nucleus of any cell, the nucleus of the neuron contains DNA (deoxyribonucleic acid),
the chemical that contains the genetic blueprint that directs the development of the neuron.
Growing out of the cell body are branchlike structures called dendrites (from the Greek
word for tree branch). The dendrites recelve incoming signals from other neurons.

Growing out of the other end of the cell body 1s a long tail-like structure called an axon,
which carries signals away from the cell body. When a neuron 1s insulated with myelin, it
1s the axon that 1s covered, or myelinated. As you can see in Figure 2.2, myelin does not
continuously cover the entire length of a neuron’s axon. Rather, the myelin covers segments
of the axon with a myelin sheath. Axons vary in length from a few hundred micrometers to
many centimeters, depending on where in the nervous system they are located. Axons in the
brain are typically very short (1 millimeter or less) whereas other axons in the body, such as

(a) Enlarged view
of an axon bulb

Vesicles containing
neurotransmitters

Nucleus
Myelin sheath Axon bulbs
~ N
& — Axon
N branches
Axon (inside s

myelin sheath) (b) A
synapse

Direction of neural
messages

=

_ Sending end
of neuron

® A Typical Neuron The arrows indicate the flow of information from the dendrites on the cell body of the neuron to the axon bulbs at the end of
the neuron. Neurons may have many dendrites and axon branches, and some neurons are insulated with myelin, which helps speed up neural signals
in the neuron. From Gaudin and Jones, Human Anatomy and Physiology, Fig 11.3a, p. 263. Reprinted by permission of the author.

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



HOW DOES THE BRAIN COMMUNICATE? 45

® Detail of a Synapse A synapse is formed when the axon bulb of one neu-
ron comes in proximity to the receptors on the dendrites of the postsynaptic
neuron.

those that extend down the legs, can be almost
in length (Purves et al., 1997).

The end of the axon splits into sepa-
rate branches (Figure 2.2). At the end
of each branch is an axon bulb, which
houses small storage pouches or syn-

Cell body of
presynaptic
(sending) neuron

aptic vesicles. These vesicles contain
neurotransmitters, the chemical
messengers that carry signals across
the synapse. A synapse 1s the junc-
tion between two neurons where
the axon bulb of one neuron comes
into proximity with specialized recep-
tor sites on the dendrites of another
neuron.
The neural structure of the brain is
extremely complex, and synapses can occur
at several places along a neuron (e.g., dendrites,
axon, or cell body). However, for simplicity’s sake we
will discuss only the type of synapse in which the axon bulb of
the first neuron 1s in proximity to specialized receptor sites on the
dendrites of a second neuron (® FIGURE 2.3). You will notice that the first neuron, called the pre-
synaptic neuron, does not physically touch the second neuron, called the postsynaptic neu-
ron. Atasynapse, there is a measurable gap (called the synaptic gap) of about 2040 nanometers
(a nanometer is one billionth of a meter) between the presynaptic and postsynaptic neurons.
Humans have an extremely large number of synapses. Current estimates place the total
number of synapses in the trillions (Morrow, Roffman, Wolf, & Coyle, 2008; Pakkenberg et
al., 2003). Think about this for a moment. How is it possible for humans to have trillions
of synapses but only billions of neurons? It’s possible because the neurons of the brain
do not synapse in a one-to-one fashion. Rather, each neuron can synapse with up to 10,000
other neurons (F. Bloom, Nelson, & Lazerson, 2001). Look again at the neurons in Figure 2.2.
Synapses can occur at any place along any of the dendrites of these neurons. (Are you getting
a feel for the complexity of the brain?) Keep in mind as you read the rest of this chapter that
although we will describe simple one-to-one connections between neurons, this 1s merely for
ease of discussion. The reality of the brain is much more complex: 86 billion neurons and
trillions of neural connections.

~

End of presynaptic
neuron

This vast network of neurons and synapses gives our nervous system the ability to gener-
ate and send the messages that are necessary to govern our bodies. Let’s take a closer look
at how these signals are generated within the neuron and how the signals jump across the
synapse as they travel through the nervous system.

How Do Neurons Send Signals?

Neural signals underlie much of the action in our bodies—breathing, moving, using our
senses, and so on. Because Jean-Dominique Bauby was still able to send neural signals from
his brain to the muscles of his eyelid, he was able to communicate with others. To under-
stand how these neural signals are generated within a neuron, we must first understand the
chemical environment of the neuron. Understanding brain chemistry is important because
the brain uses electrochemical energy that 1s produced by charged particles called ions to send
neural signals. Brain tissue is made up largely of densely packed neurons and glial cells. Brain
tissue 1s surrounded by a constant bath of body fluid that contains many different ions. Some
of the 1ons that play a particularly important role in neural signaling are sodium (Na™), potas-
sium (K*), chloride (Cl), and negatively charged protein molecules called anions.

Postsynaptic
(receiving) neuron

Presynaptic
(sending) neuron

Neural
impulse

Synaptic
vesicles

Receptor
sites

Cell body of
postsynaptic
(receiving)
neuron

.

cell body the part of the neuron that
contains the nucleus and DNA

DNA the chemical found in the nuclei of
cells that contains the genetic blueprint
that guides development in the organism

dendrites branchlike structures on

the cell body of the neuron that receive
incoming signals from other neurons in the
nervous system

axon the long tail-like structure that
comes out of the cell body of the neuron
and carries action potentials that convey
information from the cell body to the
synapse

neurotransmitters chemical
messengers that carry neural signals across
the synapse

synapse the connection formed
between two neurons when the axon bulb
of one neuron comes into proximity with
the dendrite of another neuron

presynaptic neuron the neuron that
is sending the signal at a synapse in the
nervous system

postsynaptic neuron the neuron that
is receiving the signal at a synapse in the
nervous system
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lon channels
don't allow
(positive) Na*
ions to enter

When a neuron 1s at rest, meaning

it 1s not actively conducting a signal,

— there 1s an imbalance in the types of
ions found inside and outside the cell
walls of the neuron. This imbalance
exists because openings in the axon,
called ion channels, only allow some
1ons to pass into and out of the neuron.
Small 1ons such as K* can pass through
the 1on channels, but larger ions such
as Na" cannot. Because Na® cannot
enter the axon, high concentrations
of K* and negative anions are found
inside the neuron and a high concentra-
tion of Na* is found outside the neuron

Resting potential
Positive outside
Negative inside

® Resting Potential When a neuron is at rest, the ion channels do not allow large sodium ions
(Na*) to enter the cell. As a result of the high concentration of Na*, the predominant charge on the
outside of the neuron is positive. The predominant charge inside the neuron is negative because of
the high concentration of negatively charged protein molecules called anions (—an) found there.
This difference in charge between the inside and the outside of the cell is called the resting potential.

ions charged particles that play an
important role in the firing of action
potentials in the nervous system

resting potential potential difference
that exists in the neuron when it is resting
(approximately —70 mv in mammals)

threshold of excitation potential
difference at which a neuron will fire an
action potential (=55 mv in mammals)

action potential neural impulse fired
by a neuron when it reaches —55 mv

all-or-none fashion all action
potentials are equal in strength; once a
neuron begins to fire an action potential,
it fires all the way down the axon

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

(® FIGURE 2.4). Having a high concen-
tration of negative anions on the inside
of the cell and a high concentration of
Na" 10ons on the outside of the neuron
1s crucial to the neuron’s ability to send
neural signals.

Resting Potential

Figure 2.4 shows that this imbalance of 10ns causes an imbalance of electrical charges inside
and outside of the neuron. Because the charge outside the cell differs from the charge inside
the cell, the cell 1s said to be polarized. Look again at Figure 2.4. What type of charge domi-
nates the inside of the neuron? What charge dominates the outside of the cell? The inside of
the cell is more negatively charged than the outside because there are a lot of positive sodium
1ons (Na®) on the outside and a lot of negative anions on the inside of the cell. This polariza-
tion of the cell is called a potential difference, and the potential difference of a neuron at rest
is called the resting potential. In mammals, the resting potential is about —70 millivolts (a
millivolt, mv, 1s 1/1000 of a volt). This means that when resting, the inside of the neuron is
about 70 mv more negative than the outside of the neuron. Even though the resting potential
1s a small potential difference, it is an important driving force in creating neural signals.

The Action Potential and the Threshold of Excitation

When a neuron receives input from other neurons, these incoming signals enter at the den-
drites and travel across the cell body to the axon. These signals can make the inside of the cell
more positive or more negative. If the incoming signals make the inside of the neuron more
positive, the inside of the neuron may become positive enough to reach the neuron’s thresh-
old of excitation (about —55 mv in mammals). When the threshold of excitation is reached,
the ion channels along the axon suddenly open and allow Na* ions to enter the cell. As Na*
1ons flood into the cell, the inside of the neuron becomes rapidly more and more positive,
which causes the neuron to fire. These “firings” or neural impulses within the neuron are
called action potentials (® FIGURE 2.5a).

All neural impulses are equally strong. If a neuron reaches threshold and fires an action
potential, the neural signal will reach the synapse. A neuron firing an action potential is like
firing a gun. You either shoot or you don'’t, and once the shot 1s fired, it’s not going to stop
in midair. Because all action potentials are equally strong and because, once fired, they will
reach the synapse, action potentials are said to fire in an all-or-none fashion.

The Refractory Period

As the action potential travels down the axon, the inside of the axon becomes more and
more positive as Na* floods into the neuron. Consequently, the potential difference inside
the cell reverses, becoming more positive. At the same time, the outside of the cell becomes
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more negative because much of the available Na* enters ~ Sodium ions
begin entering

the neuron through the 1on channels. This change in the
the axon

charges nside and outside the neuron will eventually
reverse the flow of Na*. As the outside of the cell becomes
more negative than the inside, sodium will no longer be .
allowed into the cell. Furthermore, positive potassium Stimulus
ions (K*) will be pumped out of the cell until the resting
potential (—70 mv) is restored (® FIGURE 2.5b). This reset-

ting of the resting potential 1s analogous to cocking a gun

after it has been fired; it enables the neuron to fire future
action potentials. After a neuron fires an action poten-  (2)
tial, it enters a brief refractory period while the resting
potential is being restored. During this time, it cannot fire Sodium ions enter
another action potential. Because of the refractory period, the axon farther along
there 1s a limit to how fast neurons can fire. Nonethe-

less, our neurons are easily able to fire hundreds of action

potentials per second—which 1s all the speed we need to

function.

So far, we’ve looked at how a neural signal travels — Stimulus
down the axon, but what happens when the action
potential hits the axon bulb at the end of the axon?

How does the signal get across the synapse?

How Do Signhals Jump the Synapse? Potassium ions begin
exiting the axon
When the action potential reaches the axon bulb of the

. : . C (b)
presynaptic (sending) neuron, it causes the vesicles in
the axon bulb to open and dump the neurotransmit-  |[FHKKLLENE

ters they contain into the synapse. The neurotransmitter ® Action Potential The action potential shown here (a) occurs all the way down

molecules float in the fluid-filled synapse (® FIGURE 2.6). the axon and is how we send neural signals in our nervous system. As the action
Some of them will quickly drift across the synapse and ~ potential travels down the axon (b), the sodium channels close and potassium (K')
come into contact with the tulip—shaped receptor sites channels open, allowing potassium to leave the cell. As the K* leaves the cell, the
lined up on the dendrites of the postsynaptic (receiving) inside of the cell becomes more negative. Potassium will continue to leave the
neuron. cell until the neuron has returned to its resting potential. Source: Modified from

Each type of neurotransmitter has a specific molecu- /" &Taggart (1989).

lar shape, and each type of receptor site has a specific
configuration. Only certain types of neurotransmitters open specific receptor sites. Just as
you must have the correct key to open a lock, a particular receptor site will only be activated

. . . . refractory period brief period after
by a specific neurotransmitter. When a neurotransmitter finds the correct receptor site on yp P

R .o R K X . a neuron has fired an action potential in
the postsynaptic neuron, it binds with the receptor site and causes a change in the electrical which the neuron is inhibited and unlikely

potential inside the postsynaptic neuron (Figure 2.6). to fire another action potential

ll"'

© Colin Anderson/Brand X/Corbis

Just as one must cock a gun again after firing, neurons must return to their resting Just as we must use the correct key to open a lock,
potential before they can send more action potentials. The brief period of time it takes a neuron can only be stimulated when the correct
for the neuron to return to its resting potential is known as the refractory period. neurotransmitter binds with its receptor sites.
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Presynaptic (sending) m

neuron ® Neurotransmitters Carry the Signal Across the Synapse The neurotrans-
mitter is carried to the presynaptic membrane in synaptic vesicles, which fuse
with the membrane and release their contents into the synapse. The neurotrans-
mitters travel across the synapse and bind with receptor sites on the postsynaptic

q neuron.
Postsynaptic
End of presynaptic (receiving)

neuron neuron

Excitation

In some instances, the neurotransmit-
ter will cause excitation in the post-
. synaptic cell. Excitation occurs when
the neurotransmitter makes the post-

Neural

! synaptic cell more likely to fire an action
impulse

potential. What would have to hap-
pen to the electrical potential inside the
postsynaptic cell to make it more likely to
fire an action potential? In other words, what
would have to happen to the resting potential of the cell? Would
excitation cause the inside of the neuron to become more positive?
Or would excitation cause the inside of the neuron to become more
negative? If you said “More positive,” you are correct.
In excitation, when the neurotransmitter binds with the
Receptor receptor site, 1t causes Na* to leak into the cell, mak-
ing the inside of the cell more positive and closer to the

threshold of excitation (® FIGURE 2.7a).

Synaptic
vesicles

Postsynaptic

) receiving) neuron
Neurotransmitter ( 9)

molecule Inhibition

Excitation 1s very important because 1t ensures

that messages will continue onward through the

nervous system after they cross the synapse. How-

ever, sometimes we need to stop the message from

continuing onward (for example, to relax a tensed

muscle). This process is called inhibition. Inhibition

occurs when the neurotransmitter makes the postsynaptic

cell less likely to fire an action potential. As you may have guessed, inhibi-

tion causes the inside of the postsynaptic cell to become more negative. Generally, inhibitory

neurotransmitters cause chloride (Cl ) to enter the postsynaptic neuron or potassium (K*) to

leave the postsynaptic neuron. The net effect 1s to make the postsynaptic cell less likely to fire
by making the inside of the cell more negative (® FIGURE 2.7b).

Recall how we began our discussion of action potentials with the incoming signals at the
dendrites of a cell. Inhibition and excitation at the synapse are where those signals originate.
Inhibition at the synapse produces negative (—) signals that inhibit the postsynaptic cell’s
ability to fire an action potential. Excitation produces positive (+) signals that facilitate the
postsynaptic cell’s ability to fire an action potential.

N _ How Do Excitation and Inhibition Interact?
excitation when a neurotransmitter

binds with the postsynaptic cell and makes Because of the complexity of the brain, a single postsynaptic cell can simultaneously receive
it more likely to fire an action potential excitatory (+) and inhibitory (—) signals from a great number of presynaptic neurons. So,
inhibition when a neurotransmitter hpw does the postsynaptic cgll know whether or not to fire an action poFentlal agd send the
binds with the postsynaptic cell and makes signal down the lme‘? All the incoming signals converge on the axon, which acts like an add-
it less likely to fire an action potential ing machine, summing up the excitatory (+) and inhibitory (—) signals. Only when the sum
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Excitatory Postsynaptic
neurotransmitters neuron

Presynaptio
neuron
Na
Sodium (Na*)
leaks into neuron
(a) Excitation. The inside of the neuron is made
more positive; the cell moves closer to firing an
action potential.
Inhibitory Postsynaptic
neurotransmitters neuron

S S

| \

|

Presynaptic

neuron B 0

.

@ Chlorine (CI")

leaks into neuron

(b) Inhibition. The inside of the neuron is made
more negative; the cell is less likely to fire an
action potential.

Postsynaptic
neuron

Na* leaks
into neuron

Na

| \

=
Excitation Na \\\

|

Cr
" Inhibition @

cf

CI” leaks
into neuron

neuron

.

Presynaptic ’ ’

(c) Neurons can simultaneously receive both excitatory
and inhibitory signals from other neurons. The cell will
fire an action potential only if it reaches threshold.

® Excitation and Inhibition in the Synapse Excitatory neurotransmitters cause sodium (Na*) to enter the postsynaptic cell (a), making it more
positive on the inside and bringing it closer to firing an action potential. Inhibitory neurotransmitters cause chloride (CI-) to enter (or potassium, K,
to leave) (b), making the cell more negative on the inside and moving it farther away from firing an action potential. A neuron can simultaneously
receive both excitatory and inhibitory signals from other neurons (c), but it will fire an action potential only if it reaches threshold at —55 mv.

From Gaudin and Jones, Human Anatomy and Physiology, Fig. 11.3a, p. 263. Reprinted by permission of the author.

of the signals moves the resting potential at the axon to threshold (—55 mv) will the neuron
fire an action potential. If the threshold is not reached, the signal simply does not go any far-
ther at this time. The axon will continue to sum up the incoming signals until the threshold
mark 1s reached and only then will the neuron fire an action potential (® FIGURE 2.7¢).

The function of excitation in the nervous system 1s pretty clear. Excitation starts actions in
the nervous system. But why do we need inhibition in the nervous system? Simply put,

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



50 CHAPTER 2 . HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

inhibition 1s required to slow down and shut off certain processes in the nervous system.
Many processes in the body require both excitation and inhibition. For example, bending
your arm to touch your shoulder requires contraction (excitation) of the bicep muscles and
relaxation (inhibition) of the tricep muscles on the backside of the arm.

Some everyday activities, such as
touching your shoulders, require Cleaning Up the Synapse: Reuptake
both inhibition and excitation
in the nervous system. Some
muscles must be contracted

When neurotransmitters cross the synapse to bind with postsynaptic receptor sites,
not all of these floating neurotransmitters will find available receptors to bind with.
What happens to the unused neurotransmitters left in the synapse? Unused

or excited while others must
be relaxed or inhibited to
accomplish this feat.

neurotransmitters are recycled and returned to the vesicles of the presynaptic
neuron by a process called reuptake. Reuptake accomplishes two goals. First,
it resupplies the vesicles with neurotransmitters so that the next
signal sent by the presynaptic neuron can also jump the syn-
apse. Second, reuptake clears the synapse of the unused neu-
rotransmitters, thereby ensuring that just the right amount
of excitation or inhibition occurs in the postsynaptic
neuron.

When neurotransmitters bind with receptor sites,
they cause either excitation or inhibition. Afterward,
the molecules either dislodge from the receptor site

" or are broken down by specialized chemicals called
Inhibition » enzymes. These used neurotransmitters, or the pieces
wmll”””m ) of them, are then takeg up by the presynaptic neuron

and recycled. If reuptake did not occur, once the receptor

sites were cleared out, other unattached neurotransmitters in the synapse

would bind with the sites, causing further excitation or inhibition. This dupli-

cation of signals could cause confusion or dysfunction in the nervous system. Therefore,

© David Young-Wolff/PhotoEdit

reuptake 1s essential to healthy functioning of our brain and nervous system.
Later in this chapter, you will see that some beneficial drugs act on the body by altering

reuptake process by which unused this process of reuptake. In fact, most drugs have their effect in the body at the synapse. We

neurotransmitters are recycled back into look more closely at how drugs act at the synapse in Chapter 4. For now, let’s turn our atten-
the vesicles tion to the types of neurotransmitters and their basic influence on behavior.
Let's

REVIEW In this section, we described the structure and function of the neurons in the
nervous system. For a quick check of your understanding, try answering the following ques-
tions at increasing levels of difficulty.

1. Which of the following chemicals enters the axon of the neuron as it begins to fire an action

potential?
a. potassium (K*) c. chloride (CI7)
b. sodium (Na™) d. dopamine

2. Inside the neuron, excitation is to as inhibition is to

a. increasing positivity; decreasing negativity ~ ¢. increasing positivity; increasing negativity
b. increasing negativity; decreasing positivity ~ d. decreasing positivity; decreasing negativity

3. Sukitakes a drug that causes potassium ions to leave her neurons. This drug is likely to produce
what type of effect on her neurons?

a. increased firing ¢. inhibition
b. excitation d. both excitation and inhibition

( 2°€°7q L SHIMSNY )
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» OBJECTIVE
How Do NEUROTRANSMITTERS, THE BRAIN'S

c M w > What Should You Know?
HENICAL ESSENGERS. ORI ® List the major neurotransmitters,

and describe the functions they
may influence.

Well over 100 different chemical compounds have been identified as neurotransmitters (Mor-
row, Roffman, Wolf, & Coyle, 2008), and researchers continue to investigate more substances
that may affect neural signaling. For example, some forms of the sex hormone estrogen that
regulate certain aspects of reproduction in the body have recently been shown to also behave
like neurotransmitters in the brain (Balthazart & Ball, 2006). A complete review of all known
neurotransmitters is well beyond the scope of this text, but we will look at the ones that most
influence our moods and behavior.

The First Neurotransmitter: Acetylcholine

Acetylcholine (ACh) was the first neurotransmitter discovered. Like many neurotransmit-
ters, ACh 1s found at both excitatory and inhibitory synapses. In the early part of the 20th
century, ACh was found to inhibit the action of the heart and to excite skeletal muscles.
Today, ACh 1s thought to play a role in our awareness or consciousness and to have a role in
memory (E. Perry, Walker, Grace, & Perry, 1999). This hypothesized role in memory origi-
nated in the discovery that during the course of their disease, people with Alzheimer’s have
loss of functioning in neurons that release ACh into their synapses (Martorana et al., 2009).
Because Alzheimer’s disease 1s associated with extreme dysfunction of memory and loss of
ACh action in the brain, it appears that ACh may help the brain store or process memory or
do both. Subsequent animal research continues to support and clarify ACh’s role in memory.
For example, mice with genetically low ACh action in the brain have been shown to have spe-
cific deficits in motor skill learning and object recognition memory (de Castro et al., 2009).

Because memory problems are associated with low ACh activity in the brain, drugs that
are used to treat Alzheimer’s disease often work to increase ACh functioning in the brain
and temporarily improve memory function (Colombres, Sagal, & Inestrosa, 2004). However,
these drugs do not stop the progression of this fatal disease. Before moving on, try this dem-
onstration on therapeutic drugs.

DENMIONSTRATION

Do an online search using the keywords “Aricept” and “prescribing information” to find the
information that doctors use to determine whether to prescribe a drug. Aricept is used to
treat the symptoms of Alzheimer’s disease. How does Aricept affect the synapses of the
brain? Does it affect acetylcholine? What warnings and contraindications are there for Ari-
cept? You can also find prescribing information for other drugs in this manner. For example,
try searching for Cymbalta, Strattera, Paxil, or Haldol.

Parkinson's Disease and Schizophrenia: Dopamine

Dopamine is primarily inhibitory in the brain, but like most neurotransmitters it 1s also
known to be excitatory. Dopamine appears to influence several processes, including move-
ment, learning, and attention. Dopamine may also play an important role in motivation
by making some activities such as sex and eating very pleasurable or rewarding for us. The
reward produced by dopamine may even play a role in the development of certain types of
substance abuse (Nestler & Carlezon, 2006; H. D. Schmidt & Pierce, 2006). We discuss sub-
stance abuse more fully in Chapter 4.

Parkinson’s disease is associated with the loss of neurons in an area of the brain richest  acetylcholine (ACh) neurotransmitter
in dopamine. Drugs used to treat Parkinsonian symptoms work to indirectly increase the  related to muscle movement and perhaps
amount of dopamine in the brain. Care must be used in administering such drugs, though, consciousness, learning, and memory
because too much dopamine in the brain produces some very troubling symptoms—in par- dopamine neurotransmitter that plays a
ticular, symptoms similar to those of schizophrenia. role in movement, learning, and attention
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Schizophrenia 1s a serious psychiatric disorder (see
Chapter 14). People with schizophrenia are unable to think
clearly and are often troubled by hallucinations and delu-
sions. Drugs used to treat schizophrenia block the action of
dopamine at the synapse. Regulating brain chemistry 1s not
simple. As you might imagine, prolonged use of dopamine-
blocking drugs can cause Parkinsonian-like side effects.
Think about it. Too little dopamine and one has Parkin-
sonian symptoms; too much dopamine and the result is
schizophrenic symptoms. It appears that healthy function-
ing requires just the right amount of dopamine in the brain.

Playing a Part in Depression:
Serotonin and Norepinephrine

Serotonin is thought to play a role in many different
behaviors, including sleep, arousal, mood, eating, and pain
perception. It i1s primarily an inhibitory neurotransmitter
and has received a great deal of media attention during the last 20 years. Since the discovery

© Stephen Jaffe/AFP/Getty Images

Actor Michael J. Fox has Parkinson’s
disease, a degenerative disease that
results in decreased dopamine action

in the brain, which causes tremors and of serotonin in the 1940s, an understanding of its function has become increasingly important
other neurological symptoms. Former to the understanding of human behavior and mental disorders.

boxer Mohammed Ali likely has A lack of serotonin in the brain has been linked to several mental and behavioral disor-

Parkinsonianism, a related condition ders. Drugs that increase the action of serotonin at the synapse by preventing its reuptake are

resulting from repeated brain injury. called selective serotonin reuptake inhibitors (SSRIs). Prozac and other SSRIs have been used

: to successtully treat depression, eating disorders, compulsive behavior, and pain. However,

r N\ not all drugs that act on serotonin are therapeutic. The illegal drug MDMA, or Ecstasy, may

“"f ; actually reduce serotonin action in the brain (Xie et al., 2006). This loss of serotonin action

2 \'.'o\'- may account for reports of depression following Ecstasy highs in some users. We will discuss

MDMA and other drugs more in Chapter 4.

Ta
Nnen Ma ury/LandOV

By inhibiting the
reuptake of serotonin,
Zoloft increases the
amount of serotonin
activity in the synapse,
which may reduce
depressive symptoms
in some patients

and allow them to
once again enjoy the
pleasurable moments
of their lives.

Jupiterimages/Getty Images
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Norepinephrine (NOR) is also primarily inhibitory. It is thought to play a role
in regulating sleep, arousal, and mood. Some drugs that alleviate depression have an
effect on NOR as well as on serotonin. For example, the antidepressant Cymbalta
alleviates depression by selectively inhibiting the reuptake of both serotonin and
norepinephrine. NOR may also play a role in regulating brain development dur-
ing childhood (Sanders, Happe, Bylund, & Murrin, 2005) and recovery of func-
tioning after brain injury (Bueno-Nava et al., 2008).

Inhibiting and Exciting the Brain: GABA and Glutamate

Gamma amino butyric acid (GABA) is thought to regulate arousal or our
general level of energy and alertness. It is estimated that one third of all synapses
and most inhibitory synapses in the brain use GABA as their neurotransmitter.
Therefore, it appears that GABA plays an essential role in normal brain function.
Loss of GABA 1n the brain can produce seizures, because without GABA's inhibi-
tory effects, arousal levels become too high. Some anticonvulsant drugs work by less-
ening the effects of enzymes that destroy GABA molecules (Rowlett, Cook, Duke,
& Platt, 2005). GABA may also play a role in mediating anxiety. Rats injected with
drugs that increase GABA action in certain parts of the brain demonstrate less anx-
lety-related behaviors (e.g., Degroot, 2004), and drugs that increase GABA action in
the brain are often used to calm and sedate humans. These drugs include tranquilizers
(such as Valium) and alcohol. We will discuss treatment of anxiety again in Chapter 15.
Whereas GABA 1s the chief inhibitory neurotransmitter, glutamate is the chief
excltatory neurotransmitter in the brain. More than 50% of all synapses in the brain
use glutamate as a neurotransmitter, and without it many brain processes would not
take place. Ironically, glutamate can also be a deadly force in the brain. When dis-
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eases, such as Alzheimer’s disease, affect glutamate-bearing neurons, glutamate mol-
ecules may be released in abnormally large quantities. Large amounts of extracellular
glutamate can cause brain cell death as the neurons literally become excited to death when the
glutamate causes them to fire a frenzy of action potentials (Bossy-Wetzel, Schwarzenbacher,
& Lipton, 2004). It appears that in the brain too much excitation 1s a very bad thing.

On the other hand, not having enough glutamate action in the brain is also associated with
problems. For example, low activity in a certain type of glutamate receptor, called the NMDA
receptor, 1s associated with some of the symptoms of schizophrenia (Coyle, T'sai, & Goft, 2003).

Pain in the Brain: Endorphins and Substance P

Have you ever heard the term endorphin? If you have, what was the context? Many people’s
first exposure to endorphins is in the context of exercise or physical injuries. Endorphins
are neurotransmitters that are chemically very similar to the class of narcotic drugs called opi-
ates (such as opium, heroin, morphine, and codeine). Endorphins are released in the central
nervous system during times of stress, such as physical exertion or physical injury, to protect
us from pain. Endorphins work by blocking the action of another neurotransmitter, substance
P, which carries pain messages in the central nervous system. When endorphins are released,
we feel less pain and a mild sense of euphoria. This is the “runner’s high” that long-distance
runners often report experiencing. Some evidence even suggests that substance P may play a
role in carrying signals of “emotional pain,” and drugs that reduce substance P activity in the
brain are currently being investigated as potential antidepressants (Rakofsky, Holtzheimer,
& Nemeroft, 2009). In addition to their role as painkillers, endorphins may play a role in
regulating eating behavior and cardiovascular functioning.

In summary, communication in the nervous system is complex. Action potentials release
neurotransmitters that carry the signal across the synapse to other neurons. In turn, these
recelving neurons are either excited or inhibited. Our next step 1s to take a look at how
this neural signaling fits into the structure of the nervous system. Before moving on, take a
moment to look at ® THE BiG PIcTURE ReVIEW for a recap of the types of neurotransmitters
and their functions.

Exercise can lead to the release of
endorphins, producing feelings of
pleasure and well-being that are

sometimes called a“runner’s high!”

serotonin neurotransmitter that plays a
role in many different behaviors, including
sleep, arousal, mood, eating, and pain
perception

norepinephrine (NOR)
neurotransmitter that plays a role in
regulating sleep, arousal, and mood

gamma amino butyric acid
(GABA) the body's chief inhibitory
neurotransmitter, which plays a role in
regulating arousal

glutamate the chief excitatory
neurotransmitter in the brain, found at
more than 50% of the synapses in the brain

endorphins neurotransmitters that act
as a natural painkiller
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Jol3
Some Neurotransmitters, Their Functions,

SHKs .
.F-)J;-:F_jl’:!J_EEI review and Related Diseases and Clinical Conditions

NEUROTRANSMITTER FUNCTIONS RELATED DISEASES AND CLINICAL CONDITIONS

Acetylcholine Excites skeletal muscles; inhibits Alzheimer's disease
heart action; memory

Dopamine Movement; learning; attention; Parkinson’s disease; schizophrenia; substance abuse
motivation and reward

Serotonin Sleep; arousal; mood; eating; pain Depression; obsessive compulsive disorder; some eating
perception disorders; chronic pain
Norepinephrine Sleep; arousal; mood Depression
GABA Chief inhibitor; regulates arousal Some anxiety disorders; some seizure disorders
Glutamate Chief excitatory neurotransmitter; Neural death following head injuries and disease;
many diverse functions schizophrenia
Endorphins Suppression of pain; eating; Some indication of link to mood

cardiovascular functioning

Substance P Carries pain signals Linked to depression

Let's
REVIE W/ In this section, we described some of the major neurotransmitters and the roles
they may play in our functioning. For a quick check of your understanding, try answering the
following questions at increasing levels of difficulty.

1. Depression is associated with low levels of which neurotransmitter?

a. dopamine c. glutamate
b. serotonin d. acetylcholine (ACh)
2. is thought to be the most important neurotransmitter in the brain because it is
the neurotransmitter.
a. Glutamate; most common ¢. Glutamate; strongest
b. GABA; most common d. GABA; rarest

3. Sasha has been drinking an herbal tea that she believes boosts her body’s ability to manufac-
ture acetylcholine. Why do you suppose Sasha is so interested in drinking this tea?
a. Sheis trying to improve her memory.
b. Sheis trying to treat her depression.
c. Sheis hoping it will help her have more energy.
d. Sheis hoping it will help her sleep better.

( B°E '@ 7!q L SHIMSNV )
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Is THE NERVOUS SYSTEM A SINGLE SYSTEM? =S
What Should You Know?

Our nervous system i1s the vast, interconnected network of all the neurons in our body. ® Describe the major parts of the

Every single facet of our body’s functioning and our behavior 1s monitored and influenced nervous system and what types

by the nervous system. The nervous system 1s arranged in a series of interconnected subsys- of information they process.

tems, each with its own specialized tasks. Because the brain acts as the command center of

our nervous system, the brain, along with the spinal cord, is traditionally viewed as a sepa-

rate subdivision of the nervous system called the central nervous system (CNS). All other

components of the nervous system are referred to collectively as the peripheral nervous

system (PNS) (® FIGURE 2.8). We discuss the CNS in detail later in this chapter when we

examine the brain. First, however, let’s take a look at the parts of the PNS.

Messages From the Body: The Peripheral Nervous System

The functions of the PNS are twofold. First, the PNS must ensure that the CNS 1s informed
about what i1s happening inside and outside our body. To this end, the PNS 1s equipped with | Ar Eleetro

. . . system of communication within the body
sensory (afferent) neurons that convey information to the CNS from the outside world, that uses cells called neurons to convey
such as sights and sounds, as well as information from our internal world, such as aches and ~ information
pains. Second, the PNS acts out the directives of the CNS. The PNS is equipped with motor
(efferent) neurons that carry signals from the CNS to our muscles. For example, when you
see a juicy apple, the sensory neurons of your eye send this information upward to the part
of the brain that processes visual information. Here the brain recognizes the apple, and you  peripheral nervous system (PNS)
decide to eat the apple. The brain then sends signals downward to the motor neurons of your ~ all of the nervous system except the brain
hand and arm, which, in turn, direct you to reach out and grasp the apple with your hand and spinal cord
(® FIGURE 2.9). In this fashion, the sensory pathways send sensory information to the spinal  sensory (afferent) neurons neurons
cord and brain, and the motor pathways carry “orders” away from the brain and spinal cord ~ that transmit information from the sense

nervous system an electrochemical

central nervous system (CNS)
the brain and the spinal cord

to the rest of the body. organs to the central nervous system

Trad1t}onally, psychologists and phy§1ologlsts have further subd1v1ded' the neurons of .. (efferent) neurons neurons
the PNS into two subsystems: the somatic nervous system and the autonomic nervous system  that transmit commands from the brain to
(Purves et al., 1997). the muscles of the body

Central
Nervous System
(CNS)

/(, Brain ,74\

X Spinal cord #

® The Human Nervous System The nervous system is divided into the central nervous
system (CNS, shown in blue) and the peripheral nervous system (PNS, shown in red).
Together the central and peripheral nervous systems affect virtually all of our bodily func-
tions. The PNS can be further subdivided into the somatic NS (governs voluntary action and
sensory functioning) and the autonomic NS (governs organ functioning). The autonomic
NS can be further subdivided into the parasympathetic NS (governs organs in calm situa-
tions) and the sympathetic NS (governs organs during times of stress).

ARNARR

NVA N EINNN

N

N
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Peripheral
Nervous System
(PNS)

Nerves that

carry signals Central nervous Peripheral nervous
\ tﬁ; %’:giggﬁ 3 ) system (CNS) system (PNS)

spinal cord w ﬂ

Spinal cord

system (ANS) system

Sympathetic Parasympathetic
division division
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[F1GURE 2. 9o

® Sensory and Motor Pathways
Reaching for an apple involves both
afferent sensory pathways (shown in
red), efferent motor pathways (shown in
blue), and interneuron pathways (shown
in green).

somatic nervous system branch of
the peripheral nervous system that governs
sensory and voluntary motor action in the
body

autonomic nervous system branch
of the peripheral nervous system that
primarily governs involuntary organ
functioning and actions in the body

sympathetic nervous system
branch of the autonomic nervous system
most active during times of danger or stress
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Interneurons
process information
within the brain

Sensory pathways carry
visual information
to the brain

Visual sensory
information

Motor pathways carry
information away
from the brain

Courtesy of William L. Breneman

Reaching Out: The Somatic Nervous System

The somatic nervous system includes those neurons that control the skeletal muscles of the
body (soma 1s Greek for “body”) and 1s therefore largely concerned with voluntary actions.
Reaching for an apple is an example of a voluntary action that involves the somatic division
of the PNS. The CNS made the decision to reach for the apple, and then this “order” was sent
downward, across the motor neurons of the somatic nervous system that control the muscles
of the arm. The arm muscles then react to the orders from the CNS, and you reach for the
apple. The functioning of the somatic nervous system enables us to control our bodies in a
deliberate and flexible manner.

Although controlling body movements is important, it is equally advantageous to have
some processes 1n the body frequently controlled automatically and involuntarily. What
processes in your body do you have little conscious control over? Did you think of heart
rate, digestive function, and breathing? These are some of the processes that are controlled by
the autonomic division of the PNS.

Looking Inside: Organ Function
and the Autonomic Nervous System

The neurons of the autonomic nervous system control the smooth muscles of the internal
organs, the muscles of the heart, and the glands. By automatically regulating organ functions,
the autonomic nervous system frees up our conscious resources and enables us to respond
quickly and efficiently to the demands placed on us by the environment. Imagine how hard
life would be if you had to remember to breathe, tell your heart to beat, and remind your liver
to do its job! You would have little energy and attention left for thinking and learning, let alone
responding quickly to threatening situations. Thankfully, we have the autonomic nervous
system—composed of the sympathetic and parasympathetic divisions—to regulate our organ
functions, and 1t 1s equipped with separate divisions to help us survive in an ever-changing
and sometimes dangerous world.

The Sympathetic Nervous System

In threatening situations, we must react—fast—to save ourselves. To help us react quickly, the
sympathetic division of the autonomic nervous system takes over primary regulation of our
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® Functions of the Sympathetic and Parasympathetic Systems

The sympathetic and parasympa-

thetic divisions of the autonomic

iy nervous system have different

| 3 effects on the organs of the body.

© Science Photo Library/Alamy

I

Dilates pupils, inhibits tears Eyes Contracts pupil, stimulates tears
Inhibits salivation (dry mouth) Salivary glands Activates salivation
Dilates bronchi, increases respiration Lungs Constricts bronchi, calms respiration
Accelerates heart rate Heart Slows heart rate
Goose bumps; activates sweat glands Skin, sweat glands No goose bumps; inhibits sweat glands
Inhibits activity Stomach, intestines, pancreas, Stimulates activity

gallbladder
Stimulates glucose release Liver Slows glucose release
Releases adrenalin Adrenal gland Stops releasing adrenalin
Contracts blood vessels Blood vessels of internal organs Dilates blood vessels
Relaxes bladder; inhibits elimination Bladder, bowels Constricts bladder; stimulates elimination
Promotes ejaculation and vaginal contractions Genitals Stimulates genitals

organ functions during times of stress. The sympathetic nervous system evolved to protect us
from danger. When it 1s activated, heart rate increases, breathing becomes more rapid, blood
pressure increases, digestion slows, muscle tissue becomes engorged with blood, the pupils
dilate, and the hair on the back of the neck stands up (as in a cat confronted by a strange dog).
All these changes help to prepare us (and the cat) to defend our body from threat. For this
reason, the actions of the sympathetic nervous system are often referred to as the fight or flight
response (see ® TABLE 2.1). The increased cardiovascular activity quickly pumps oxygenated
blood away from internal organs and to the muscles of the arms and legs so that the animal or
person can swiftly attack, defend itself, or run away. Because the sympathetic nervous system
plays an important role in our response to stress, it also plays an important role in our health.
We explore this connection in Chapter 12.

The Parasympathetic Nervous System

Once the danger has passed, the parasympathetic division of the autonomic nervous sys-
tem takes control of our organ function, and heart rate, respiration, blood pressure, and pupil
dilation return to normal (see Table 2.1). In general, the parasympathetic nervous system
operates when we are calm and relaxed. As you read this page, it is very likely (unless you
find psychology terrifying) that your parasympathetic nervous system is primarily respon-
sible for regulating the functions of your internal organs. When the parasympathetic nervous
system 1s active, heart rate, blood pressure, and respiration are kept at normal levels. Under .

. L . . . parasympathetic nervous system
parasympathetic control, blood is circulated to the digestive tract and other internal organs [~ "0 C 0 T system
so that they can function properly, and your pupils are not overly dilated. Your body 1s calm, most active during times of normal
and everything is running smoothly. functioning
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Let’'s
REVIEW In this section, we described the structure of the nervous system, including the
central and peripheral nervous systems. For a quick check of your understanding, try answering
the following questions at increasing levels of difficulty.

1. Which branch of the autonomic nervous system is most active when we are relaxed?

a. parasympathetic c. endocrine
b. sympathetic d. spinal
2. The sensory neurons are to the nervous system as brain cells are to the
nervous system.
a. central; peripheral C. autonomic; somatic
b. peripheral; central d. somatic; autonomic

3. Anincreased risk of heart disease would most likely correlate with overuse of which of the fol-
lowing branches of the nervous system?

a. somatic nervous system C. sympathetic nervous system
b. autonomic nervous system d. parasympathetic nervous system

( 2°€'q z e’ L SHIMSNY )

[ COINEVIvD | ?
What Should You Know? How Is THE BRAIN ORGANIZED?
® Beable tolocate the hindbrain, Brain tissue is composed largely of neurons and glial cells. These cells form the brain struc-
e tures that control our physiological and psychological functioning. The brain 1s organized into
parts, and explain what they do. . ) .
systems of structures that control specific functions, such as emotion, memory, movement,
and so on. We'll begin our discussion with the hindbrain, where some of our most basic bodily

hindbrain primitive part of the brain functions are controlled. Next, we'll examine the midbrain, before concluding with a discussion
that comprises the medulla, pons, and of the forebrain, where some of our most humanlike and sophisticated abilities are controlled.
cerebellum

medulla part of the hindbrain that The Hindbrain

controls basic, life-sustaining functions

such as respiration, heart rate, and blood The hindbrain sits direc‘dy above the Spinal cord and 1s named for its pOSi—
pressure tion at the bottom of the brain (® FIGURE 2.10). The hindbrain is the most

“primitive” part of the brain, involved in the most basic life-sustaining func-
tions, such as respiration and heartbeat. The term brainstem refers to a series
of brain structures that are essential for life. The hindbrain makes up a good
portion of the brainstem.

The hindbrain consists of three structures: the medulla, the pons, and the
cerebellum. The most crucial parts of the hindbrain are the medulla and the
pons. The medulla sits at the top of the spinal column at the point where
the spinal cord enters the base of the skull (® FIGURE 2.11). The medulla regu-
lates heartbeat and respiration, and even minor damage to the medulla can
result in death from heart or respiratory failure (e.g., Hershman, Halberthal,
Goldsher, Golz, & Bar-Joseph, 2009). It also plays a role in sneezing, cough-
ing, vomiting, swallowing, and digestion.

® The Human Hindbrain, Midbrain, and Forebrain The human hindbrain (shown
in blue) governs basic and life-sustaining functions. The midbrain (shown in red) con-
nects the lower structures of the hindbrain with the higher structures of the forebrain.
The forebrain (shown in gold) governs complex processes such as cognition, sensory
processing, and the planning and execution of behaviors.
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® The Brain and Its Structures This figure
shows the cortex and the subcortical structures
of the brain.

Corpus callosum Thalamus

Hypothalamus
Midbrain
Pituitary gland

Amygdala : T Cerebellum

Hippocampus

Pons
Medulla

Spinal cord
Central canal of spinal cord

The pons sits above the medulla, where the
brainstem bulges inside the skull (Figure 2.11).
Like the medulla, the pons 1s crucial to life. The
pons plays a role in respiration, consclousness,
sleep, dreaming, facial movement, sensory pro-
cesses, and the transmission of neural signals from
one part of the brain to another. The pons acts as a
“bridge” for neural signals; in particular, sensory
information coming from the right and left
sides of the body crosses through the pons
before moving on to other parts of the brain.

If the pons becomes damaged, the “bridge” 1s
out, and serious impairments result. The pons was probably damaged when Jean-Dominique

Bauby had his stroke. Cases of locked-in syndrome like Bauby’s are most often associated

with damage in the ventral (facing the throat) regions of the pons (Luxenberg, Goldenberg,

Frank, Loch Macdonald, & Rosengart, 2009; Gallo & Fontanarosa, 1989; Virgile, 1984).

The final part of the hindbrain is the cerebellum. The cerebellum is the large, deeply
grooved structure at the base of the brain (Figure 2.11). Although not as crucial to survival : cor :
as the pons and medulla, the cerebellum is necessary for balance, muscle tone, and motor ;de In respiration, consciousness, sleep,

. . o X K K K reaming, facial movement, sensory
skills (Seidler et al., 2002). It also plays a critical role in the learning of motor skills (Hikosaka, processes, and the transmission of neural
Nakamura, Sakai, & Nakamura, 2002) and the execution of certain behaviors (B. R. Walker, signals from one part of the brain to
Diefenbach, & Parikh, 2007). A recent study found that relative to nonplayers, basketball ~ another
players had structural differences in their cerebellums, suggesting that their extensive prac- . abellum hindbrain structure that
tice of the sport may have changed their cerebellar structure (Park et al.,, 2009). Furthermore, ;i35 5 1ole in balance, muscle tone, and
damage to the cerebellum leads to loss of balance and coordination. Alcohol impairs the — coordination of motor movements

© JLP/Luis Pelaez/Zefa/Corbis

pons hindbrain structure that plays a
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functioning of the cerebellum (as well as the functioning of
some important forebrain structures), producing the famil-
1ar symptoms of staggering, clumsiness, and slowed reac-
tion time. Police officers assess these behaviors when they
give motorists a field sobriety test of balance, coordination,
and reaction time.

Recently, the traditional view that the cerebellum is
involved only in motor functioning has been challenged.
There 1s growing evidence that the cerebellum may also
affect cognitive functioning. New studies indicate that dam-
age to the cerebellum can be related to deficits in language,
attention, and memory (Baillieux et al., 2009).

The Midbrain

The midbrain structures connect the hindbrain with the

Without the cerebellum we would not be able to accomplish tasks such as

learning to ride a bicycle.

midbrain brain structure that connects
the hindbrain with the forebrain

reticular formation part of the
midbrain that regulates arousal and plays
an important role in attention, sleep, and
consciousness

forebrain brain structures including the
limbic system, thalamus, hypothalamus,
and cortex that govern higher-order mental
processes

[FIGURE 212 I

® The Cerebral Hemispheres The
cerebrum is divided into right and left
hemispheres. The outside covering of
the hemispheres, the cortex, is where
the higher-order processing in the brain
takes place.

Left cerebral
hemisphere

Right cerebral
hemisphere

t.
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more sophisticated forebrain. For psychologists, one of the
most interesting midbrain structures is the reticular for-
mation. The reticular formation, located near the pons, 1s
a network of neurons that extends from the hindbrain region into the midbrain. One func-
tion of the reticular formation is to regulate arousal levels (Kinomura, Larsson, Gulyas, &
Roland, 1996); as such, the reticular formation plays an important role in attention, sleep,
and consciousness (Hudson, 2009; Izac, 2006). The reticular formation functions as a type
of “on switch” for the high-level thinking centers of the forebrain. Additionally, the reticular
formation appears to play a role in regulating cardiovascular activity, respiratory functioning,
and body movement.

The Forebrain

The forebrain resides in the top part of the skull and regulates complex mental processes
such as thinking and emotional control. It is the largest region of the brain and includes
several subsystems that regulate many emotional, motivational, and cognitive processes.
Without such a well-developed forebrain, we humans would not have the mental abilities
we do: problem solving, thinking, remembering, using language, and so on. Bauby’s stroke
spared his forebrain, and his “mind” was left intact—recall that he was able to think, feel, and
remember. He was even able to write a memoir in his head!

The forebrain contains several groups of structures that function as sub-
systems. The structures of the limbic system and other forebrain struc-
tures govern sensory, emotional, and motivational processes. Finally, the
wrinkled and folded external surface of the brain, the cerebral cortex,
governs high-level processes such as cognition and language. In ® FIGURE
2.12 you can see that the forebrain is divided into the right and left cere-
bral hemispheres. For the most part, forebrain structures are duplicated
in the right and left hemispheres.

The Limbic System

Do you ever wonder why humans experience emotions? What is the value
of feeling angry, afraid, or happy? One possible answer is that emotion
helps us survive in a dangerous world. Fear may warn us of danger, and
anger may help us fight to protect ourselves. Pleasurable feelings such as
happiness and love can bind people together and foster cooperation. In
this way, emotion functions as an early warning system, and to some extent
it 1s a motivating force for our behavior. The series of brain structures col-
lectively called the limbic system regulates some of our basic emotional
reactions. Two limbic structures are located deep in the central region of
the brain, above the hindbrain and beneath the cerebral cortex: the amyg-
dala and the hippocampus (® FIGURE 2.13).

Parietal lobes

Occipital lobes
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The amygdala is an almond-shaped structure located almost
directly behind our temples. The amygdala governs the emotions of fear

and aggression (Sah, Faber, Lopez De Armentia, & Power, 2003). More

specifically, the amygdala may play a role in our memory for fright- /
ening events (Ou, Yeh, & Gean, 2009) as well as the way we perceive ;"'/
and respond to emotion-evoking stimuli (Adolphs, 2002; Isenberg et y

al., 1999). For example, surgical lesions were made in a woman’s amyg- A

dalae 1n an attempt to lessen her epileptic seizures. As a result, she lost i
the ability to perceive the emotional tone of others’ voices. She could
no longer recognize angry and frightened vocal intonations although
she could hear and comprehend spoken words (S. K. Scott, Young, :
Calder, & Hellawell, 1997). Other studies have found that participants y
with amygdala damage have a difficult time making accurate judgments
about others’ mood states by looking at their facial expressions. This
1s especially true when participants are making judgments about other
people’s level of fear and anger (Adolphs, Tranel, & Damasio, 1998;
R. Graham, Devinsky, & LaBar, 2007).

Recently, researchers have shown that individuals with autism or
Asperger’s syndrome, psychological disorders characterized by severe
deficits in social behavior, experience abnormal patterns of amygdala
activation when perceiving fear in other people’s faces (Ashwin,
Baron-Cohen, Wheelwright, O’Riordan, & Bullmore, 2007).
Studies like these suggest that the amygdala may play an essen-
tial role in helping us size up social situations and, in turn, regu-
lating our emotional reactions to these situations.

The hippocampus is the other structure of the limbic sys-
tem that we will describe. Like the amygdalae, hippocampal
regions are found in both hemispheres of the brain. The hip-
pocampus is a long, curved structure shaped somewhat like a
sea horse (Figure 2.11). The word hippocampus comes from the
Greek hippokampos, which means “sea horse.” The hippocam-
pus appears to play a crucial role in the processes of learning
and memory.

Much of what we know about the function of the hippocam-
pus is from case studies of people who have suffered damage to

Hippocampus

® The Limbic System Limbic system structures including the
amygdala and hippocampus process specific aspects of emotion
and memory.

the hippocampus. The most famous case of such damage was
a young man named H.M. who had severe, uncontrollable ep1-
lepsy that did not respond to medication. In a last-ditch effort to reduce the severity of H.M.’s
seizures, doctors decided to take the drastic measure of destroying the parts of H.M.’s brain
that were producing the seizures, including the hippocampus (Scoville & Milner, 1957). The
surgery did reduce H.M.’s seizures, but 1t also produced some devastating and unexpected
side effects. After the surgery, it became apparent that H.M. was suffering from anterograde
amnesia, the 1nability to store new memories. H.M. could hold information in consciousness
the way we briefly hold a phone number in mind while we dial, and his memory for events
that occurred prior to the surgery remained intact. But H.M. was unable to form new memo-
ries for concepts and events. He would forget conversations seconds after they occurred. He
was unable to learn new facts. Oddly, though, H.M. could store new motor skills (for exam-
ple, he could learn new dance steps), but later he would have no recollection of having ever
executed the new skill. H.M.’s misfortune provided scientists an early and unprecedented
opportunity to study the role that the hippocampus plays in forming memories.

Many subsequent case studies and controlled animal experiments have supported the
hypothesis that the hippocampus is important to learning and memory. For example, research-
ers used brain-imaging techniques to compare the hippocampi of London taxi drivers to those
of London bus drivers. They found that certain areas of the hippocampus were enlarged in
the taxi drivers but not in the bus drivers. Furthermore, the number of years a participant
had been driving a taxi was positively correlated with the size of certain hippocampal areas.
These data suggest that portions of the hippocampus enlarged as the taxi drivers memorized

The amygdala plays a role in emotions
such as fear and aggression.

limbic system system of structures
including the amygdala and hippocampus
that govern certain aspects of emotion,
motivation, and memory

cerebral cortex thin, wrinkled outer
covering of the brain in which high-level
processes such as thinking, planning,
language, interpretation of sensory data,
and coordination of sensory and motor
information take place

cerebral hemispheres right and left
sides of the brain that to some degree
govern different functions in the body

amygdala part of the limbic system
that plays a role in our emotions of fear
and aggression

hippocampus part of the brain that
plays a role in the transfer of information
from short- to long-term memory
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complicated maps of the entire city (see ® WHAT’S HAPPENING IN YOUR BrAIN?). For bus driv-
ers, who only had to memorize a small number of bus routes, length of time driving a bus did
not correlate with the size of their hippocampi (Maguire, Woollett, & Spiers, 2006).

Recently, researchers compared the hippocampi of medical doctors, who also have to learn
vast amounts of information, to people of similar intelligence who were not doctors. They
found no difference in the size of the hippocampus between these two groups. It appears that
having a larger hippocampus 1s only associated with performing tasks that specifically involve
spatial memory (Woollett, Glensman, & Maguire, 2008).

Keep in mind, however, that this research is merely correlational in nature. For example,
from this research alone, it is impossible to tell whether the differences seen in the taxi driv-
ers’ hippocamp1 were directly caused by memorizing the maps or by some other activity.
For example, perhaps taxi drivers spend more time talking to passengers than bus drivers
do, and this interaction influenced their hippocampal development. This 1s just one of many
possibilities that need further investigation.

A similar debate concerns the relationship between the amount of stress we experience
and hippocampal size. Studies have shown that prolonged exposure to certain hormones
released during times of stress can damage hippocampal tissue (Sapolsky, 2000a; Tata &
Anderson, 2009) and that people who have suffered from prolonged stress (such as combat
or childhood abuse) have smaller hippocampi (Sapolsky, 2002). At first glance, the conclu-
sion looked simple—stress shrinks the hippocampus. However, it may not be that simple.
Some studies suggest that having a smaller hippocampus to begin with may predispose one
to developing posttraumatic stress. For example, combat veterans who suffered from post-
traumatic stress disorder (PTSD) had smaller hippocampi—Dbut so did their identical twin
brothers who never faced combat (Gilbertson et al., 2002). Additionally, people with PTSD

HAPPENING

These regions of the hippocampus (shown in yel-
low) were found to be larger in London taxi drivers
than the same hippocampal regions of London bus
drivers. Furthermore, the size of these regions was
positively correlated with the amount of time a cab
driver had been driving. These data suggest that
these hippocampal regions may increase as a cab
driver uses his or her brain to memorize complicated

street maps.

Source: Maguire, Woollett, & Spiers (2006).

© Peter Turnley/Corbis

London taxi drivers and bus drivers: A structural MRI and neuropsychological analysis. (Hippocampus, 16
(12), pp. 1091-1101. Magure, E. A, Woollett, K., & Spiers, H. J. © 2006. Reprinted with permission of
Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc.
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were found to have smaller hippocampi regardless of whether their PTSD resulted from years
of trauma or a single episode of trauma in adulthood. Perhaps having a smaller hippocam-
pus 1s associated with the tendency to store unusually intense memories of traumatic events
(Bonne et al., 2008). Subsequent studies are needed to isolate exactly how stress affects the
structure of the hippocampus and how the hippocampus affects our reaction to stress.

The Thalamus and Hypothalamus

Outside the limbic system are two more important forebrain structures, the thalamus and the
hypothalamus. Their names are similar, but the thalamus and the hypothalamus have consid-
erably different functions in the forebrain. The thalamus plays a role in the attention we pay
to things that stimulate our senses (G. A. Michael, Boucart, Degreef, & Goefroy, 2001) and
functions as a relay station for information coming from our senses to the brain (see Chapter
3). Most of the input from our senses first travels to the thalamus before being sent on to the
appropriate part of the cortex for further processing.

The thalamus also plays a role in brain functioning during sleep, particularly during rapid
eye movement, or REM, sleep where much of our dreaming occurs. During REM sleep, the
thalamus seems to help keep particular areas of the brain’s cortex activated (Miyauchi, Misaki,
Kan, Fukunaga, & Koike, 2009; Murillo-Rodriguez, Aras-Carrién, Sanguino-Rodriguez,
Gonzalez-Aras, & Haro, 2009). We will discuss the process of sleep more fully in Chapter 4.

Nestled below the thalamus is the hypothalamus (the prefix hypo means “below”). The
hypothalamus maintains homeostasis in the body, a state of internal equilibrium across a
variety of bodily systems. In maintaining homeostasis, the hypothalamus 1s responsible for
monitoring and regulating body temperature, thirst, hunger, sleep, autonomic nervous sys-
tem functioning, and some sexual and reproductive functions, and can change hormone lev-
els in the bloodstream. To maintain homeostasis, the hypothalamus must ultimately motivate
us to engage 1n certain behaviors. For example, when our body needs fuel, the hypothalamus
motivates us with hunger. When we need sleep, the hypothalamus makes us sleepy, and we
are motivated to go to bed. No other part of the nervous system plays a more central role in
physiological motivation. Without the hypothalamus, we would not know when to engage in
the behaviors that keep our bodily systems in balance.

The Cortex

The most noticeable structure on the external surface of the brain is the cerebral cortex, or
simply the cortex. The cortex is the thin (approximately 2 mm thick), wrinkled layer of tissue
that covers the outside of the cerebral hemispheres (® FIGURE 2.14). The cortex 1s arguably the
most sophisticated part of the brain and is responsible for the highest levels of processing—
cognition and such mental processes as planning, decision making, perception, and language.
It 1s no coincidence that the human cortex 1s the most developed of all known creatures and
that we humans also have the most highly developed cognitive skills of all known species.
Compare the photographs in Figure 2.14. Notice that the human cortex is very folded and
convoluted, whereas the cat’s brain is much less so. The folds allow for more cortical surface

Human Domestic cat

© Leetsma/Custom Medical Stock Photo
© Wally Welker, U. of Wisconsin/Madison

® Cortex of a Human Brain and a Cat Brain Note
how much more convoluted or folded the human

thalamus part of the forebrain that
functions as a sensory relay station in
the brain

hypothalamus part of the forebrain
that plays a role in maintaining homeo-
stasis in the body involving sleep, body
temperature, sexual functions, thirst,
and hunger; also the point where the
nervous system intersects with the
endocrine system

homeostasis an internal state of
equilibrium in the body

brain is compared to the cat brain. Many of the
higher-order processes that humans engage in,
such as language and thinking, are processed
in the cortex.
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frontal lobe cortical area directly
behind the forehead that plays a role
in thinking, planning, decision making,
language, and motor movement

parietal lobe cortical areas on the top
sides of the brain that play a role in touch
and certain cognitive processes

occipital lobe cortical area at the
back of the brain that plays a role in visual
processing

temporal lobe cortical areas directly
below our ears that play a role in auditory
processing and language

Broca’s area a region in the left frontal
lobe that plays a role in the production of
speech

aphasia animpairment of language,
most often resulting from brain damage,
in which the person may have difficulty
producing speech, understanding speech,
or both

Wernicke’s area aregion in the left
temporal lobe that plays a role in the
comprehension of speech

Frontal lobe

-
Front of the brain

(a) Lobes of the brain (left hemisphere)

Temporal lobe

HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

area within the confines of the skull cavity. A cat has proportionately less cortical area than a
human does, and this reduction in cortex translates into fewer cognitive abilities for the cat.

Lateralization and the Lobes of the Cortex

The human cortex 1s divided into four distinct physical regions called lobes. These are the
frontal lobe, the parietal lobe, the occipital lobe, and the temporal lobe (® FiGURE
2.15a). The lobes of the cortex are structurally symmetrical in both hemispheres of the brain,
meaning that the brain has both right and left frontal lobes, right and left temporal lobes, and
so on. However, the functions of the right and left lobes are often somewhat different.

So, why isn’t the brain a seamless whole? Functions are lateralized, or found in only one
hemisphere of the brain, for two reasons. One reason is that the lobes of the brain tend to be
wired in a contralateral fashion, with the right side of the brain governing the left side of the
body and the left side of the brain governing the right side of the body. Although contralateral
wiring 1s the norm in the brain, some neural pathways carry information to and from the
body to the same hemisphere of the brain.

The Left and Right Hemispheres

Another reason for lateralization is that the right and left hemispheres process somewhat
different types of information (Stephan et al., 2003). For example, most people process lan-
guage largely in the left hemisphere. Although some people have major language centers in
the right hemisphere, and some have major language centers in both hemispheres, for the
average person language 1s located in the left hemisphere. As a result, when people suffer
major damage to the left hemisphere (as from a stroke), their ability to use language often
suffers. Two examples illustrate this hemispheric specialization of language.

When people suffer severe damage to Broca's area in the left frontal lobe (® FIGURE
2.15b), they are unable to produce understandable speech, a type of condition known as
aphasia (Geschwind, 1975; Geschwind & Levitsky, 1968). When damage is confined to
Wernicke's area in the left temporal lobe, the resulting aphasia makes the person unable to
understand spoken language. People with damage to this area may also have difficulty pro-

. Primary somatosensory area
Parietal lobe Y y

Primary motor area

Broca's area

Occipital lobe

Wernicke's area

Primary
auditory area
(b) Primary motor sensory areas of the cortex

Primary
visual area

® The Human Brain

(@) The lobes of the brain. (b) The language centers of the brain are found in the left hemisphere. Wernicke's area in the left

temporal lobe allows us to comprehend speech. Broca’s area in the left frontal lobe allows us to produce speech. From Gaudin and Jones, Human
Anatomy and Physiology, Fig. 12.2, p. 294. Reprinted by permission of the author.
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ducing understandable speech due to their inability to comprehend and monitor their own
speech. However, when the damage 1s confined to the right side of the brain, patients usually
remain able to understand and produce speech, but they have some difhiculty processing
certain types of spatial information (such as judging the distance between two objects). Dif-
ferences 1n the linguistic and spatial processing of the left and right hemispheres once led
sclentists to broadly conclude that the hemispheres of the brain processed very different cat-
egories of information: they surmised that the left hemisphere processed verbal information
and the right hemisphere processed spatial information.

However, the brain may not divide its functions as neatly as once thought. In fact, the right
hemisphere does seem to process certain aspects of language, including such subtleties as the
sound of speech, visual details of printed words, unusual uses of words (e.g., calling a man
a “cat”), and novel metaphors (Beeman & Chiarello, 1998; Mashal & Faust, 2008). Newer
research also indicates that both hemispheres process different aspects of spatial information
(Amorapanth, Widick, & Chatterjee, 2009; Chabris & Kosslyn, 1998). To sum up, we are
coming to understand that the hemispheres perform complementary functions. Both sides
of the brain work together to enable us to fully understand language and visual perception.

The Corpus Callosum

Whether the hemispheres process different information or merely different aspects of the
same information, they must have some means of coordinating the information they process.
The corpus callosum is a dense band of neurons that sits just below the cortex along the
midline of the brain (Banich & Heller, 1998; Figure 2.11). This band physically connects the
right and left cortical areas and ensures that each hemisphere “knows” what the other hemi-
sphere 1s doing. The corpus callosum passes information back and forth between the right
and left hemispheres, allowing us to integrate these somewhat independent functions. Does
this mean that communication between the hemispheres reduces lateralization in the
brain?

Sex Differences in the Corpus Callosum and Brain Lateralization

Some studies of gender differences in the brain have suggested that certain areas of the cor-
pus callosum may be larger in women than in men. In particular, the back part of the corpus
callosum, an area called the splenum, appears to be slightly larger in females than it is in
males. However, this size difference 1s controversial because 1t 1s most likely to be found by
researchers who adjust their data for the fact that males tend to have larger brains (Driesen
& Raz, 1995). In fact, some have suggested that this size difference may have less to do with
gender and more to do with brain size itself. In other words, men with small brains may also
have large corpora callosa. If this is true, larger corpora callosa may be found in people with
smaller brains, regardless of gender (Leonard, 1997).

A clearer picture 1s seen in another brain structure that allows for communication across
the hemispheres. The anterior commissure tends to be larger in females, and this size differ-
ence 1s found even when researchers do not correct their data to account for the smaller brain
size of females. Similarly, the massa intermedia, a structure that connects the two sides of the
thalamus, also seems to be larger in women (Allen & Gorski, 1991). It appears that women
may have somewhat more connections between the left and right hemispheres of the brain,
but what does this imply about behavior? One possibility is that because women have more
connections between hemispheres, the functioning of the female brain is less lateralized, or
more integrated (Reite et al., 1995). This interpretation is supported by the fact that at least
during the performance of spatial and verbal tasks, the pattern of electrical activity in male
brains tends to be more confined to one hemisphere than it is in female brains (Koles, Lind,
& Flor-Henry, 2009). Nonetheless, others argue that the overall research does not support
the idea of anatomical and functional differences in the language centers of male and female
brains (see Wallentin, 2009). Or, that increased communication between hemispheres may
even increase lateralization in the brain (Kimura, 2000). Although a clear picture of sex differ-
ences 1n the corpus callosum and brain lateralization has not yet emerged, psychologists do corpus callosum a thick band of
have a much clearer understanding of what happens to the brain when the corpus callosum neurons that connects the right and left
fails to do itsjob. hemispheres of the brain
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split brain a brain with its corpus
callosum severed; sometimes done to
control the effects of epilepsy in patients
who do not respond to other therapies

[FIGURE 2.1 I

® A Typical Split-Brain Study Ina
typical split-brain experiment, an image
is flashed to a split-brain person’s right
or left visual field, and she is asked to
identify the object in the image. When
the image is flashed to the person’s right
visual field, she is able to name it, but
when it is flashed to her left visual field,
she is unable to name it because the in-
formation cannot travel to the language
centers in the left hemisphere.

(a) Visual pathways in the brain

(b) Split brain
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The Split Brain

Physicians have at times willfully disrupted communication between the hemispheres by
destroying the corpus callosum in the human brain. Such a drastic measure is taken in cases
in which people have severe, uncontrollable epilepsy. In severe epilepsy, abnormal electrical
activity can build up in one hemisphere and spread across the corpus callosum to engulf
the opposite hemisphere. This short-circuiting of both hemispheres produces a severe, life-
threatening seizure called a grand mal seizure. If drugs cannot control the seizures, surgery
may be performed to cut the corpus callosum and thereby contain the short-circuiting to one
hemisphere only. The patient still has seizures, but they are not as severe. Patients who have
had this surgery are referred to as having a split brain because the hemispheres are no longer
connected by neural pathways. Split-brain patients provide scientists with an opportunity to
study the lateralization of the brain.

Working with split-brain patients, researchers can study the functioning of each hemi-
sphere independent of the other. For example, split-brain research helped scientists conclude
that the left hemisphere enables us to produce speech (® FIGURE 2.16). Researcher Michael
Gazzaniga (1967) briefly flashed pictures of familiar objects to the right and left visual fields
of split-brain patients and asked them to identify the objects (Figure 2.16). When an object is
briefly presented to our right peripheral
field of vision, the resulting visual infor-
mation 1s sent directly to the left hemi-
sphere of the brain. Because Broca’s area
1s in the left hemisphere for most peo-
ple, Gazzaniga found that the average
split-brain patient could verbally iden-
tify the object. But what about an object
presented to the patient’s left peripheral
field of vision? When an object is briefly
shown on our far left side, the result-
ing visual information is sent directly
to the right hemisphere of the brain. In
a normal brain, the information travels
from the right hemisphere across the
corpus callosum to the language cen-
ters in the left hemisphere. However, in
a split-brain patient this transfer cannot
happen. Without the corpus callosum,
Gazzaniga’s split-brain patients could
not transmit the knowledge of what they
were seeing to the language centers in
their left hemisphere. The right brain
knew what the objects were, but it could
not inform the “speaking” left brain.
Predictably, the split-brain patients were
unable to name the objects they saw in
their left visual fields. Interestingly, in
this situation split-brain patients would
be able to point to the objects in a draw-
ing—provided they used their left hand
(which 1s controlled by the right brain).
Split-brain research has helped us to
begin sorting out the relative contribu-
tions that the right and left hemispheres
make to everyday cognitive processes.

Within the different lobes of the
brain there is also specialization. Let’s
take a look.

Left visual Right visual

field field

Normal brain
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The Specialization of Function in the Lobes of the Cortex

About 25% of the total surface area of the cortex is dedicated to motor and sensory functions
such as vision, hearing, movement, and tactile sensation. Specific motor-sensory areas can
be found in all the lobes of the brain (frontal, parietal, occipital, and temporal). The remain-
ing 75% of the cortical area 1s devoted to higher-order processes that involve the integration
of information, such as thinking, planning, decision making, and language. Collectively, this
75% 1s referred to as the association cortex because these areas involve the processing and
integration of information from the motor-sensory areas of the cortex.

We do not yet completely understand the functions of specific areas of the association cor-
tex. Often, damage to the association areas produces general changes and deficits in behav-
ior. However, stimulation of specific areas of the association cortex does not usually lead to
specific, predictable physical reactions. It is thought that the association cortex plays a role in
general cognition, such as planning and decision making. Where applicable, we will discuss
the known functions of the association areas for the specific lobes of the brain.

The Frontal Lobe

The frontal lobe 1s the area of the cortex that lies closest to the forehead (Figure 2.15a). Much
of the frontal lobe 1s association cortex, including Broca'’s area, which is involved in the pro-
duction of speech. The frontal lobe association areas play a role in cognitive processes such
as attention, problem solving, judgment, the planning and executing of behavior, and certain
aspects of personality. These cognitive functions are illustrated in a famous 1848 case study
of a railway worker named Phineas Gage. Gage suffered severe trauma to his prefrontal cor-
tex (the association area at the very front part of the frontal lobe) when a metal rod was shot
through his head in an explosion. Although he survived his injuries, they resulted in some
dramatic personality changes. Whereas (Gage had been a calm, responsible man prior to his
injuries, he became impulsive, emotionally volatile, and irresponsible afterward. Because the
prefrontal cortex 1s important for the regulation of emotion (R. J. Davidson, Putman, & Lar-
son, 2000), the damage to Gage’s brain robbed him of his ability to control his emotions and
make good judgments (Damasio, Grabowski, Frank, Galaburda, & Damasio, 1994).

At the back of the frontal lobe (behind the prefrontal cortex) lies the motor cortex, a
narrow band of cortex that allows us to execute motor movements. The motor cortex on the
right side of the brain affects movement on the left side of the body, and vice versa. Addi-
tionally, specific points along the motor cortex correspond to particular points on the body.
® FIGURE 2.17a 1s a rendering of a homunculus, a humorous mapping of body parts onto their
appropriate motor cortical points. If stimulation were applied to these points along the motor
cortex, the result would be movement of the corresponding body part. During brain surgery,
surgeons may apply electrical stimulation to the brain before making incisions in the cortical
tissue; the patient’s subsequent movements or other responses indicate where the surgical
instruments are located along the motor cortex (and other areas). Without such precaution-
ary measures, a physician could accidentally cause paralysis with a misplaced cut along the
motor cortex.

The Parietal Lobe

Parts of the parietal lobe play a role in sensation. A thin strip of the parietal lobe affects
our sense of touch, pressure, and pain. This strip, called the somatosensory cortex, lies
directly behind the motor cortex, along the leading edge of the parietal lobe (Figure 2.15b).
The somatosensory cortex 1s wired much like the motor cortex, and specific points along the
somatosensory cortex correspond to particular points on the body (® FIGURE 2.17b). Damage
to the somatosensory cortex often results in numbness of the corresponding body part.

The Occipital Lobe

The occipital lobe of the brain is located at the very back of the skull, above the cerebellum
(Figure 2.15a). Much of the occipital lobe 1s dedicated to processing visual information. The
visual cortex of the occipital lobe is composed of layers of tissue that contain long axonal
fibers. An action potential is stimulated in specialized cells of the visual cortex when our eyes

Phineas Gage was a responsible,
mild-mannered worker on a railway
construction crew until a rod like
this one was shot through his head
in a freak accident. Gage survived,
but he was never the same. The
damage to Gage's prefrontal cortex
coincided with dramatic changes in
his personality. The once calm Gage
became emotionally volatile and
difficult. As a result, he was unable
to perform his former job with the
railroad.

Reprinted with permission from Damasio, H.,
Grabowski, T, Frank, R, Galaburda, A. M., & Damasio,
A.R. (1994). The return of Phineas Gage: The skull of a

famous patient yields clues about the brain. Science,
264,1102-1105. © 1994, AAAS.

association cortex areas of the cortex
involved in the association or integration of
information from the motor-sensory areas
of the cortex

motor cortex a strip of cortex at the
back of the frontal lobe that governs the
execution of motor movement in the body

somatosensory cortex a strip of
cortex at the front of the parietal lobe that
governs our sense of touch

visual cortex a region of cortex found
at the back of the occipital lobe that
processes visual information in the brain
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® Motor and Sensory Homunculi Homunculi
are humorous depictions of the localization of
function on the cortex. From Penfield and Rasmus-
sen, The Cerebral Cortex of Man (1950). Reprinted
by permission of Gale, a division of Thomson
Learning: www.thomsonrights.com.
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see specific types of visual stimuli in the outside world. For instance, some cells begin to fire
only when we see lines, and other cells fire only when we see circular shapes. Like a com-
puter, our brain integrates all the incoming neural impulses from these specialized cells in the
visual cortex to enable us to perceive what we are viewing. Without the operation of the visual
cortex, our brain could not make sense of what our eyes see. Damage to the visual cortex can
result in partial or complete blindness. In cases of visual cortex damage, blindness may occur
even though the eyes are functioning properly. This would be like taking a photograph but
not developing the film correctly. The camera (the eye) does its job, but we fail to develop the
picture (the function of the cortex).

The Temporal Lobe

The temporal lobe 1s in front of the occipital lobe and just below the parietal and frontal lobes—
roughly behind our ears inside the skull. Not surprisingly, one of the major functions of the
temporal lobe is the processing of auditory information or hearing. The temporal lobe areas
devoted to hearing are the auditory cortex, located on the upper edge of the temporal lobe
. . (Figure 2.15b). In addition to the auditory cortex, the left temporal lobe of most people contains
auditory cortex a region of cortex S, R L, . . .
found i Wernicke’s area. As we've already seen, Wernicke’s area 1s responsible for the comprehension
ound in the temporal lobe that governs . . ,
our processing of auditory information in of speech. People who have suffered major damage to Wernicke’s area often cannot understand
the brain the meaning of spoken words. They hear the words, but they can’t make sense of them.
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Now that you have learned about the structure and function of the brain, we hope that you
are suitably impressed. We have merely begun to explore the function of our nervous system
in this chapter, and scientists are far from completely understanding this amazing system. As
research continues, scientists learn more about how our physiology influences our thoughts
and behaviors. Luckily researchers have a great deal of modern technology to help them learn

about the brain.

Let’'s
REVIEW n this section, we dealt with the structure and function of the hindbrain, mid-
brain, and forebrain. The hindbrain is primarily involved in life-sustaining functions, and the
midbrain connects the hindbrain with the sophisticated structures of the forebrain. The func-
tion of the cortex and lateralization of the cortex were also described. For a quick check of your
understanding, try answering the following questions at increasing levels of difficulty.

1. The occipital lobe is where much of our processing occurs.
a. auditory C. motor memory
b. emotional d. visual

2. Which of the following brain structures is arguably most essential to life?

a. frontal lobe c. medulla
b. amygdala d. hippocampus

3. Billy suffered a stroke on the left side of his brain. Most of his left frontal lobe was destroyed.
What symptoms would you most expect to see in Billy as a result of this damage?

paralysis on the right side of his body and an inability to speak

paralysis on the right side of his body and an inability to understand speech

paralysis of his left leg, partial deafness, and stuttering

paralysis on the left side of his body and an inability to understand speech
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How Do WE Stupy THE BRAIN?

Psychologists have many methods for studying the brain. Some of these procedures are inva- ® Describe brain-imaging
sive (they require surgery); others are noninvasive. Some procedures allow researchers to techniques and other ways we
examine only the structure of the brain, whereas others indicate which areas of the brain are can study the brain, and explain

. . . . . their advantages and limitations.
most active at a given moment. Because these techniques can be used on living brain tissue, o

they can give researchers important information about the specific behavioral functions that
are governed by particular areas of the brain. Medically, these techniques are also used in
cases like Jean-Dominique Bauby’s to diagnosis neurological problems associated with inju-
ries and disease. We summarize some of the most useful technologies available for helping us
to better understand the inner workings of the brain—CAT scans, MRIs, DTIs, PET scans,
SPECT scans, fMRIs, angiograms, EEGs, ERPs, brain lesions, brain stimulation, TMS, and
single cell recordings—1in ® TABLE 2.2.

The technologies described in Table 2.2 have helped psychologists to better understand
how the brain works to regulate and control our mental processes and behavior. Through the
use of these technologies, we have learned that the human nervous system is an extremely
impressive and important network. However, the nervous system 1s not the only communica-
tion system within the body. We turn now to the other major communication network, the
endocrine system.
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® Common Techniques for Studying the Brain and Examples of Their Use

Computerized Axial Tomography
(CAT Scan)

© Custom Medical Stock Photo

Magnetic
Resonance

Imaging (MRI)

S & I/Photo Researchers, Inc.

Diffusion
Tensor

Imaging (DTI)

Researchers, Inc.

Single Photon Emission

Computerized
Tomography
(SPECT Scan)

Functional MRI (fMRI)

© Lester Lefkowitz/Corbis

Angiograms

Multiple X-ray beams are
passed through the brain from
different angles. As they pass
through the brain, the X-rays
are slowed down by the brain
tissue. The computer then
analyzes the speed at which
the X-rays exit the head and
uses this information to build
a picture of the brain and its

structures.

A magnetic field is used to
excite the atoms in the body,
and the energy emitted by
these atoms is used to con-
struct a computer-generated

picture of the brain.

MRI technology is used to
measure the diffusion of water

in certain brain tissue.

Radioactive glucose (the brain’s
fuel source) is injected into the
bloodstream. The computer
measures which areas of the
brain are most active and con-

suming the most glucose.

Radioactive isotopes are
injected into the bloodstream
and absorbed by different parts
of the body.

Uses MRI technology to track
which neurons in the brain are
most active at a given moment
by examining the energy
released by hemoglobin mol-

ecules in the bloodstream.

An X-ray is taken of the brain
after a special dye has been

injected into the bloodstream.

A computer-generated picture
of the brain and its structures is
given. No information on brain

function is provided.

A highly detailed, structural picture
of the brain is given. No informa-

tion on brain function is provided.

An extremely detailed, structural
picture of specific neural tracts
in the brain’s white matter is

generated.

PET scans can indicate which parts
of the brain are most active at a
given moment. Structural informa-

tion is very limited.

SPECT scans can indicate blood
flow and organ activity in the
body. Structural information

is very limited.

fMRIs yield a highly detailed
picture of brain structures and
can also indicate which brain
areas are most active at any

particular moment.

A picture of the blood-flow pat-
terns in the brain is given. The only
structures seen on an angiogram

are the blood vessels.

To diagnose tumors, strokes, certain
diseases, and structural abnormalities

in the brain.

To diagnose tumors, strokes, certain
diseases, and structural abnormalities
in the brain. Structures as small as
1-2 mm can be identified (Raichle,
1994).

Researchers can study specific neural
networks in the brain’s white matter.
Doctors can examine specific neural
problems in patients (e.g., in cases
of Alzheimer’s disease; Stebbins &
Murphy, 2009).

To diagnose areas of the brain that
have ceased functioning due to
disease or injury; to help researchers

correlate brain activity with behavior.

Usage is similar to PET scans.

Used in a fashion similar to PET/SPECT
scans, fMRIs also help researchers to

correlate brain function with behavior.

Useful for diagnosing blood-flow
problems such as the blood clots or
arterial plagues commonly found in

stroke victims.
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Common Techniques for Studying the Brain and Examples of Their Use, continued

Electroencephalography (EEG)

Evoked Response
Potentials (ERPs)

Brain Lesions

Brain Stimulation

Transcranial Magnetic
Stimulation (TMS)

An EEG measures changes in
electrical voltage at points

along the scalp.

In ERPs, successive EEGs
are averaged to remove the
electrical interference and
background noise found in
traditional EEG tests.

Specific parts of the brain are

intentionally destroyed.

Small electrodes are inserted
into the brain, and specific
parts of the brain are inten-
tionally stimulated with mild

electrical currents.

A targeted magnetic field is
applied to specific locations
on the outside of the head to
stimulate underlying neurons

to fire action potentials.

Electrodes are implanted in
specific neurons to record

their rate of neural firing.

A gross picture of brain activity is
given. No structural information is

provided.

A gross picture of brain activity is
given. No structural information is

provided.

By creating lesions in specific areas
of the brain, researchers can see
what effect these lesions have on

behavior.

By stimulating specific areas of
the brain, researchers can see
what effect this stimulation has

on behavior.

TMS provides a noninvasive and
relatively pain-free method of
stimulating the brain so that
researchers can see what effect

this stimulation has on behavior.

By recording which neurons begin
to fire during certain activities,
researchers can learn about the

function of specific neurons.

Assesses gross patterns of brain
activation in brain-injured patients;
can be used to measure normal
participants’ brain activity during
certain processes such as sleep or

mental tasks.

Usage is similar to EEG.

Used to help determine the function
of specific brain structures; may also
be used therapeutically to destroy
malfunctioning parts of the brain.
(Pfann, Penn, Shannon, & Corcos,
1998).

Used to help determine the function
of specific brain structures; also used
in new therapies to treat conditions
such as depression by stimulating
brain function in specific areas of

the brain.

TMS can be used to determine the
function of specific cortical regions,
allowing doctors and researchers to
“map” the brain (e.g., Picht, Mularski,
Kuehn, Vajkoczy, Kombos, & Suess,
2009).

Useful in basic research—for exam-
ple, in determining how the brain

responds to certain sensory input.
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72 CHAPTER 2 . HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

Let's
REVIEW n this section, we outlined some brain-imaging technologies. For a quick check
of your understanding, try answering the following questions at increasing levels of difficulty.

1. Which of the following techniques measures electrical activity in the brain?
a. EEG c. fMRI
b. PET d. angiogram

2. Which of the following techniques would researchers probably be most reluctant to use on a
human research participant?

a. lesions c. fMRI
b. TMS d. CAT scan
3. Which of the following techniques can show the brain’s structures in the greatest amount of
detail?
a. MRI c. EEG
b. angiogram d. DT

C p-gre zie | SYIMSNVY )

What Should You Know? How Does THE ENDOCRINE SYSTEM

® Explain how the endocrine INFLUENCE OUR BEHA‘"OR?
system works and list the ) . . .
endocrine glands. We have seen that because of its electrochemical nature, the nervous system 1s especially

good at quickly conveying information within the body. It is the speed of the nervous system
that enables us to react quickly to changes in our environment. Messages are sent, decisions
are made, and actions are taken—all accomplished with the speed of firing action potentials.
At times, however, we require communication within the body that is slower and produces
more long-lasting effects. In these circumstances, the endocrine system 1s called into action.
The endocrine system is a chemical system of communication that relies on the action of
specialized organs called endocrine glands that are located throughout the body (@ FIGURE
2.18). When stimulated, endocrine glands release chemicals called hormones into the blood-
stream. These hormones circulate through the bloodstream until they reach other organs in the
body. Our internal organs are equipped with special receptor sites to accept these hormones.
The endocrine system 1s considerably slower than the nervous system in relaying mes-
sages because 1t relies on blood circulating through the veins and arteries of the cardiovas-
cular system to transport hormones throughout the body. The effects of hormones in the
bloodstream, however, tend to last longer than the stimulation caused by action potentials at
the synapse. Some of the bodily processes that are heavily influenced by hormonal activity
include sexual activity, eating, sleeping, general physiological arousal, and growth.
Communication between the nervous and endocrine systems takes place through the
hypothalamus and its connection with the pituitary gland. The pituitary gland, situated
in the vicinity of the limbic system under the hypothalamus (Figure 2.18), 1s responsible for
endocrine glands organs of the regulating hormone release in all the other endocrine glands. When the endocrine system
endocrine system that produce hormones is called into action, the hypothalamus sends a signal to the pituitary gland. The pituitary
and release them into the bloodstream .
gland then releases hormones that travel through the bloodstream to the other endocrine

hormones chemical messengers glands, stimulating them to release the hormones they produce into the bloodstream. These
of the endocrine system hormones circulate to their target organs, where they bring about specific changes in the
pituitary gland master gland of the functlonmglofthese organs. )

endocrine system that controls the action Our bodies are equipped with a great number of endocrine glands throughout the body
of all other glands in the body (Figure 2.18). Probably the best known endocrine glands are the ovaries and testes, which are
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HOW DOES THE ENDOCRINE SYSTEM INFLUENCE OUR BEHAVIOR? 73

necessary for sexuality and repro- Hypothalamus
duction. Ovaries are the female

sex glands, located in the abdom- Pituitary
inal cavity. Ovaries are directly
responsible for the production of

female eggs (ova) and the release

of female sex hormones, or estro-

gens. Testes are the male sex

glands, located in the testicles. Thyroid
Testes produce male sex cells
(sperm) and male hormones, or
androgens. Despite being typi-
cally associated with either male
or female sexuality, estrogens and
androgens are found in both men

. Adrenal

and women and affect multiple
systems in the body (such as hair
and muscle growth, metabolism,
and so on; see Chapter 10)1 A Pancreas

The adrenal glands sit just
above the kidneys in both males
and females and are important Ovar
for regulating arousal and sgxual (ir:/ ?griZI es)
behavior, among many things.
The inside of the adrenal gland,
the adrenal medulla, is par- .
: - : estes
ticularly important in sympa- (in males)

thetic nervous system reactions.
When the sympathetic nervous
system becomes active dur-
ing times of stress, the adrenal
medulla releases norepinephrine
and epinephrine (also known as
adrenalin) into the bloodstream. When norepinephrine and epinephrine are released in the
body outside the central nervous system, they function as hormones. The sudden flooding
of the bloodstream with these hormones causes increased heart rate, blood pressure, and
respiration.

The external part of the adrenal glands, the adrenal cortex, plays many roles in the endo-
crine system. Among other things, the adrenal cortex produces adrenal androgens, which are

male sex hormones found in both males and females. These androgens control many aspects
of our sexual characteristics and basic physiological functioning.

The thyroid gland, located in the throat, governs important aspects of metabolism. Dys-
function of the thyroid can lead to serious physical symptoms. Hyperthyroidism, or an over-
active thyroid, is associated with increased metabolism, weight loss, bulging eyes, weakness,
high blood pressure, and cardiac problems. Hypothyroidism, or an underactive thyroid, is
related to lowered metabolism, weight gain, sluggishness, thin brittle hair, menstrual abnor-
malities in females, and depression. The symptoms of hypothyroidism often mimic those of
depressive psychological disorders. Prior to treatment for depression, a routine thyroid check
should be done to avoid misdiagnosis.

The nervous and endocrine systems are nothing short of amazing in their intricate struc-
ture and function. The importance of these systems to everyday life 1s especially apparent in
cases like Bauby’s where damage has rendered part of the communication system useless.
How did we develop such complex systems in the first place? Certainly the human nervous

[FIGURE 2.13 I

® Major Endocrine Glands of the Body
The glands of the endocrine system
make hormones and release them into
the bloodstream.

Dex Image/Getty Images

estrogens a class of female sex
hormones that regulate many aspects of
sexuality and are found in both males and
females

androgens a class of male hormones
found in both males and females

adrenal medulla center part of the
adrenal gland that plays a crucial role

in the functioning of the sympathetic
nervous system

adrenal cortex outside part of the
adrenal gland that plays a role in the
manufacture and release of androgens and
therefore influences sexual characteristics
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74 CHAPTER 2 . HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

and endocrine systems are far advanced when compared to those of other species. Why are
we so complex, and what accounts for the traits humans possess? These questions lead us
into the areas of genetics and evolution.

Let's
REVIEW n this section, we described the endocrine system and its relationship to the
nervous system. For a quick check of your understanding, try answering the following ques-
tions at increasing levels of difficulty.

1. Anoveractive thyroid gland is also known as

a. hypothyroidism c. pituitary disorder
b. hyperthyroidism d. dwarfism

2. A malfunction in which of the following endocrine glands would be most disruptive to the
overall functioning of the endocrine system?

a. thymus C. pituitary
b. ovaries d. adrenal

3. Juanita was just frightened by a snake. Which of the following endocrine glands most likely
played the biggest role in her response to danger?

a. thymus c. adrenal cortex
b. thyroid d. adrenal medulla

C P €T L SHIMSNY )

What Should You Know? WHAT MAkes Us WHo We ARe—OUuURr BioLocy
® Give an overview of the OR THE EN‘"RONMENT?
nature versus nurture debate,
and describe genetic and One question that has plagued humankind for centuries is how we become the people we
environmental factors in human become. Each person is a unique collection of physical characteristics, personality traits,
development. and abilities. What makes us different from one another? For example, Jean-Dominique
® Give an overview of the theory Bauby was, among other things, a gifted author, a courageous man, and, unfortunately, a man

cifevelliion, £1ve | el [ who was susceptible to a stroke. Why? Did Bauby become the man he was because of the
the human nervous system may

. . . e .

e Ceelped) e el e environment he grew up in: Were Bauby’s traits, abilities, apd weaknesses predestined by the

sllEiem, genes he inherited from his parents? To answer these questions, we look next at the contribu-
tions our genes and our environment make to our development.

Nature Versus Nurture and Interactionism

Explaining how and why we develop as we do is the central issue in the age-old nature—
nurture debate. Those on the nature side of this debate claim that intelligence, kindness,
athletic ability, and other characteristics are largely determined by one’s genes. Genes are the
strands of deoxyribonucleic acid (DNA) that are found in the nuclei of all living cells. DNA

nature-nurture debate the directs the development of proteins within the cells of the body. By instructing a cell to make
degree to which biology (nature) or the specific kinds of protein molecules, the genes direct the development of the different organs
Zr;\v/gi)nment (nurture) contributes to one’s and systems of the body.

pment Those on the nurture side view behavior as being molded by environmental influences
genes strands of DNA found in the nuclei such as the way your parents treat you, the educational opportunities you have, and even the
of allliving cells technologies to which you are exposed (see the ® TECHNOLOGY AND BEHAVIOR box, p. 75).
interactionism perspective that our From.the nurture point of v'iew, our traits and other characteristics are acquired totally by
genes and environmental influences work experience. What do you think? Are you a product of the genes you inherited? Or are
together to determine our characteristics you a product of your environment?
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DO CELL PHONES CAUSE BRAIN TUMORS?

The modern cell phone was invented at Motorola in 1973, but
it wasn't until the 1990s that cell phones became small enough
and cheap enough to appeal to the public (Federal Communi-
cations Commission [FCC], 2004). Today, cell phones are used
in most countries and have even replaced traditional home
phone service for many people. Think about it—how many
people do you know who do not have a cell phone?

Cell phones have made our lives easier by enabling us to
stay in touch with family and friends. They allow us to work
more efficiently and give us easy access to coworkers and cli-
ents. Cell phones have also made our lives safer by giving us
easier access to emergency help and the ability to monitor the
whereabouts of our children.

Yet, as with many new products, there have been ques-
tions about the safety of cell phones. Cell phones emit certain
levels of nonionizing radiation in the form of radio frequency
energy. Nonionizing radiation such as radio frequency energy
is thought to be safer than ionizing radiation (e.g., X-rays), but it
does cause a heating effect in affected areas. In fact, microwave
ovens work by focusing radio frequency energy on the water
and fat molecules within foods. So, when we hold a cell phone
to our head, how do the emitted radio frequencies affect our
nearby brain?

The research on the safety of cell phones has yielded a
mixed and somewhat confusing pattern of results (Kan, Simon-
sen, Lyon, & Kestle, 2008). Because cell phones have only been
in widespread use since the mid-1990s, and the effects of radia-
tion exposure on the brain often take decades to develop, we
are just now starting to see the results of long-term studies
(Hardell & Carlberg, 2009). Some of these studies suggest that
long-term cell phone use may be related to an increased risk of
developing certain brain tumors.

Swedish researcher Lennart Hardell and his colleagues (the
Hardell-group) have been studying the health of cell phone
users for over a decade. In one study, they found that 10 or
more years of cell phone use was associated with an increased
incidence of two types of brain tumors, acoustic neuromas (a

rare tumor of the auditory nerve) and gliomas (tumors of the
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brain’s glial cells) (Hardell, Carlberg, Sodergvist, Mild, & Morgan,
2007). In a follow-up study, the Hardell-group found more evi-
dence suggesting that long-term cell phone use is associated
with increased risk of astrocytoma brain tumors (the most com-
mon type of glioma) on the same side of the head as the cell
phone is used. In this study, the risk was highest for participants
who had begun using cell phones prior to age 20, followed by
those using cell phones for more than 10 years (Hardell & Carl-
berg, 2009).

Does this research prove that cell phones cause brain

tumors? The jury is still out. The available research on cell phone

use and brain tumors in humans has relied on participants’

retrospective recall of their cell phone usage and has all been
correlational in nature. For ethical reasons, researchers will not
purposely assign participants to heavy cell phone use condi-
tions when it is hypothesized that these conditions could be
harmful. At best, the available research suggests a correlation
between cell phones and brain tumors, which doesn’'t neces-
sarily mean that cell phones cause brain tumors. Nonetheless,
it is hard to ignore the increased risk that the Hardell-group has
shown for both young and long-term cell phone users. Until
researchers have a clear answer to this question, you may wish
to be extra careful by using hands-free cell phone technology.
So far, no one has found evidence that cell phone radiation is
harmful unless the phone is pressed to one’s head.

Some researchers have found that long-term cell phone use of 10
years or more is associated with an increased risk of certain brain
tumors. Although we have not yet determined that cell phones
cause brain tumors, you may choose to take the precaution of
using your speaker phone feature or headset to avoid holding
the phone close to your head for prolonged periods.

J
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HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

Most current psychologists would answer both. Today,
the dominant perspective on the nature—nurture debate is
interactionism. Most psychologists now believe that genetic
influences interact with environmental influences to produce
our traits and behavior. For example, Bauby’s amazing cre-
ativity was probably due in part to the genes he received from
his parents and 1n part to the environments he encountered at
home, 1n school, at work, and elsewhere.

Interactionism has become extremely important with the
recent discovery that environmental factors can change the
way genes function in our bodies without altering the DNA
sequence of the gene, a phenomenon referred to as epi-
genetics. For example, environmental factors can change
which genes become active or inactive in the body. This
switching on and off of genes can ultimately change the way

Scientists like Dr. Robert Waterson
have been working to map the entire
genetic makeup of human beings

in the Human Genome Project. One

of the most surprising results of the
project was the discovery that humans
have only around 30,000 genes. It had
been previously thought that we had
almost 100,000 genes.

epigenetics the principle that
environmental factors can alter the
expression of genes in our bodies without
altering the DNA sequence of the gene

genotype inherited genetic pattern
for a given trait
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the body develops and functions. For instance, inactivation
of gene p53, a tumor suppressor gene, in humans results in
an increased risk of cancer (Machado-Silva, Perrier, & Bourdon, 2010). If an environmental
factor alters the functioning of our genes (e.g., by switching some on or off), this change in
gene expresslon can, In some cases, be passed down to future generations. For example,
one study found that Swedish men’s mortality was correlated with whether or not their
paternal grandfathers experienced famine during critical points in their childhoods. The
researchers also found that women'’s mortality was related to their paternal grandmother’s
childhood experience of famine (Pembrey et al., 2006). Although exactly which genes were
involved in these cases 1s still unknown, studies like this one suggest that a combination of
environment and genetics may not only affect an individual but also have a lasting effect on
future generations.

The discovery of epigenetics arose out of researchers’ continuing efforts to understand
the complex interplay of nature and nurture influences on specific traits. We will discuss the
nurture influences on development more fully in Chapters 5, 7, and 9 when we discuss learn-
ing, intelligence, and development. For now, let’s focus our attention on the more biological
genetic, or nature, side of this debate.

Genetic Blueprint for Traits

Development is not chaotic; rather, it usually happens in a predictable and orderly way. Much
of this order stems from the fact that all living organisms develop according to a “blueprint”
or plan contained in the genes that an organism inherits from its parents. HHow many genes
make up the blueprint for human development?

To answer this question, the U.S. government began a mammoth project, the Human
Genome Project, in which scientists sought to map out the human genome—in other words,
the entire set of DNA found in the human body. Mapping of the millions of chemical bases
that make up the genome began in 1990 and was completed by 2003. To date, one of the most
surprising findings of the project was that the total number of genes in the human genome is
about 30,000. Originally, scientists had predicted that they would find approximately 100,000
genes. The fact that a mere 30,000 genes direct the development of something as complex as
us humans was a surprise (U.S. Department of Energy, 2007).

As a species, we are human because the 30,000 genes of the human genome direct our
bodies to develop as human bodies. As individuals, we have unique characteristics because
we inherited a particular mix of genes for specific traits from our parents. At conception,
we get half our genes from our mother and the other half from our father. From this com-
bination of genes, we develop our characteristics. The genetic code that we inherit for a
particular trait is called the genotype. But recall that the genotypes we inherit only partly
determine the traits we actually acquire. The environment plays a role as well. The actual
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trait or characteristic we develop is referred to as the phenotype. The BIZARRO
phenotype is a product of the genotype an organism inherits and the
environment in which 1t lives. For example, Stamese cats have a char- [
acteristic look because all Siamese cats share some common genes

that are particular to the breed. However, the climate a Siamese cat
1s raised 1n affects the color of its coat. Siamese cats raised in hot cli-
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mates tend to be light, whereas Siamese cats reared in cold climates
develop darker fur (W. Gallagher, 1994). Inherited genotypes direct
the cat to develop as a Siamese, but environmental influences pro-
duce further variations in the phenotypes that result. The same prin-
ciple holds true for humans. The exact shade of your hair, the level of
your intelligence, the speed with which you run—all are phenotypes,
which are the expression of inherited genotypes and environmental
influences.

Genetically speaking, the human species has done quite well. We
are the most highly developed species on earth. Our cortex 1s more
developed than those of other species, and as a result we have many
well-developed abilities that are lacking in other species. We use spoken
language to communicate, we have well-developed self-concepts, we
can imagine the future, and we are adept problem solvers, to name a
few of our high-level abilities. We can thank our genes for these won-

derful advances that separate us from the rest of the animal kingdom,
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but why are we humans genetically different from other animals? Why EVOLUTION WINSG AGAIN

do different species exist? Many scientists believe the answer to this
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question 1s found in the process of evolution.

The Evolution of Species: Natural Selection

In 1859 Charles Darwin published On the Origin of Species by Means of Natural Selec-
tion (Darwin, 1859). In this text, Darwin outlined what has become the basis for modern
theories of evolution, the process of natural selection. Natural selection is a simple but
powerful process that can change, kill, or create a species over time. The central principle of
natural selection 1s that for characteristics to be retained in a species, genes for these traits
must be passed on to offspring. If an organism does not reproduce, its genes die with it. If
a specific trait 1s maladaptive and tends to prevent an organism from surviving and procre-
ating, then the genes for this trait are not as likely to be passed on to offspring. Over time,
these maladaptive genes should die out in the species. In contrast, adaptive genes, which
glve rise to traits that help an organism reproduce, will be passed on to future generations.
Over time, through natural selection, these adaptive genes will become more widespread in
the species (see also Chapter 1).

The effects of evolution can be seen in the human nervous system. As we've men-
tioned, human brains differ from nonhuman brains in some important ways. The most
notable differences are seen when comparing the human cortex to the cortices found in
other species. The human cortex is more highly evolved (see Figure 2.14, p. 63). Genes
that supported such a highly evolved cortex were presumably selected in our species over
millions of years of natural selection and evolution. Can you see how some of our cortical
functions could have contributed to our ancestors’ reproductive success? For example,
how could the capacity for language have aided our ancestors? Could being able to com-
municate danger to others have helped many of our ancient ancestors survive, reproduce,
and safeguard their offspring? There is little doubt that having a large cortex and all the
assoclated perks such as language, problem-solving skills, memory, and planning skills
helped our species survive and flourish. We hope the knowledge about our amazing ner-
vous system that you have learned here will help you realize just how kind evolution has
been to us.

phenotype actual characteristic that
results from the interaction of the genotype
and environmental influences

natural selection cornerstone of
Darwin's theory of evolution, which states
that genes for traits that allow an organism
to be reproductively successful will be
selected or retained in a species and genes
for traits that hinder reproductive success
will not be selected and therefore will die
outin a species
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78 CHAPTER 2

Let's

HOW DOES BIOLOGY INFLUENCE OUR BEHAVIOR?

REVIEW n this section, we described several aspects of the genetic bases for traits and
behavior. For a quick check of your understanding, try answering the following questions at
increasing levels of difficulty.

1. Genes are made up of

a. DNA
b. ACh

c. phenotypes

d. GABA

2. Aphenotypefora particulartrait, such as hair color, is the product of the organism'’s

a. genotype
b. DNA

C. environment

d. genotype and environment

3. Dr Jasper is a scientist who believes that environmental influences can affect the way that
our genes are expressed during development. In his studies, he is examining how maternal
environment can affect fur coloring in subsequent generations of rats. Dr. Jasper is least likely
to agree that our traits are the result of

a. epigenetics
b. interactionism

=5 ALY N s

c. nature forces
d. aandb
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KEY TERMS

neurons (43)

glial cells (43)

myelin (43)

cell body (44)

DNA (44)

dendrites (44)

axon (44)
neurotransmitters (45)
synapse (45)
presynaptic neuron (45)
postsynaptic neuron (45)
1ons (45)

resting potential (46)
threshold of excitation (46)
action potential (46)
all-or-none fashion (46)
refractory period (47)
excitation (48)
inhibition (48)

reuptake (50)
acetylcholine (ACh) (51)
dopamine (51)
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genotype (76)

phenotype (77)

natural selection (77)



LEARNING CHALLENGE

STUDYING THE CHAPTER 79

TEST

Now that you have studied the chapter, assess your comprehen-
sion of the material by answering the following questions. Then
use the key at the end to determine if your understanding is
at the basic, intermediate, or advanced level. For a more com-
prehensive assessment of your learning, please see your your
student study guide and your Psychology CourseMate (www
.cengagebrain.com).

4. The part of the neuron that receives incoming signals 1s

the
a. axon
b. dendrites
c. cell body
d. vesicles
2. Homeostasis 1s an internal equilibrium controlled by the
of the brain.
a. medulla
b. thalamus
c. hippocampus
d. hypothalamus
3. 1s to danger as 1s to calm.
a. Somatic; autonomic
b. Parasympathetic; sympathetic
c. Central; peripheral
d. Sympathetic; parasympathetic

4. The principle of epigenetics 1s most compatible
with
a. nature
b. nurture

c. Interactionism

d. endocrinology

5. Hugh had a stroke in the right occipital lobe of his brain.
Which of the following symptoms 1s most likely to occur
due to this damage?

inability to hear sounds from the left side of his body

inability to feel the left side of his body

inability to see things on the left side of his body

paralysis on the left side of his body

o oe

6. Letha injured her head 1n a car accident. As a result of
her injuries, she can no longer understand others’ speech,
and she often says things that make little sense. Where 1s
the most likely site of Letha’s brain injury?

a. left frontal lobe

b. rnght frontal lobe

c. left temporal lobe
d. right temporal lobe

7.

10.

11.

12.

YOURSELF!

The 1s important for
regulating arousal in the brain.

a. thalamus
b. reticular formation

c. medulla
d. hypothalamus

Which of the following neurotransmitters is most analo-
gous to the brakes on a car?

a. GABA
b. glutamate
c. acetylcholine (ACh)

d. serotonin

Tad takes a drug that stimulates his adrenal medulla.
What symptoms is this drug likely to cause in Tad?

a. panic

b. sleepiness

c. sexual arousal

d. abdominal pain

In a split-brain surgery, doctors cut the of the

brain to reduce seizures.

a. reticular formation

b. hippocampus

c. corpus callosum

d. amygdala

The 1s to fast as the 1s to
slow.

a. central nervous system; endocrine system

b. endocrine system; central nervous system

C. autonomic nervous system; central nervous system
d. central nervous system; peripheral nervous system

Kim was born with a deformity in his brain that causes
him to lack the ability to balance his body and inhibits
his ability to learn new motor skills. The most likely site
of Kim'’s deformity is his

a. parietal lobe
b. medulla

c. thalamus

d. cerebellum

During brain surgery, Dr. Li stimulates the brain of her
patient by touching an electrode to the surface of the
cortex. When Dr. Li applies the stimulation, the patient
does not have any noticeable reaction. Where 1s Dr. Li
most likely stimulating the brain?

motor cortex
somatosensory cortex
assoclation cortex

oo oe

visual cortex
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A4. Which brain structure 1s most closely associated with
amnesia’

a. thalamus

b. hypothalamus

c. hippocampus

d. corpus callosum

15. Which of the following 1s part of the limbic system?

a. hypothalamus

b. cerebellum

c. amygdala

d. thalamus
Scoring Key

Below are the answers and the associated point values for each
of the Learning Challenge questions. Circle the associated
points for each question that you answered correctly. To obtain
your Learning Challenge Score, add up the points you circled
and write the total in the blank.

1.8, 1pt 6.C, 3 pts 11.A 2 pts
2.D,1pt 7.8, 1pt 12.D, 3 pts
3.D, 2pts 8. A, 2pts 13.C, 3 pts
a.C, 2pts 9. A, 3pts 14.C, 2 pts
5.C, 3pts 10.C, 1 pt 15.C, 1 pt

Learning Challenge Score

(27-30) Congratulations! You scored at the advanced level. You
are well on your way to mastering the material. Take the next
step by answering the questions in your Student Study Guide
or your Psychology CourseMate (www.cengagebrain.com).

(21-26) You are almost there! You scored at the intermediate
level. Review the material you missed before moving on to
answer the questions in your Student Study Guide or your Psy-
chology CourseMate (www.cengagebrain.com).

(20 and below) You are on your way, but you're not there yet!
You scored at the beginner level. It appears that you need to
carefully review the chapter to improve your mastery of the
material.

USE IT OR LOSE IT: APPLYING PSYCHOLOGY

1. Jean-Dominique Bauby was still able to think, feel, and
remember the events of his life after a stroke left him in
a permanent state of locked-in syndrome. Now that you
know something about the brain, can you explain why he
retained these abilities?

2. Ifaperson were injected with a drug that blocked the
action of acetylcholine in the brain, what would you
expect to happen?

3. What human traits do you believe to be adaptive at this
point in our evolutionary history? If we assume that
natural selection 1s still occurring, in a million years what
would you expect humans to be like?
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4. Your best friend 1s interested in what you are learning in
your psychology class. He asks you to explain how the
endocrine system differs from the nervous system. What
would you tell him?

5. Your best friend’s grandmother has just suffered a stroke.
This stroke has left her with an inability to speak, but she
can still understand what others say to her. She also has
paralysis on the right side of her body. Your friend wants
to know what part of her grandmother’s brain was likely
damaged by the stroke. Based on your understanding of
the brain, what would you tell your friend?


http://www.cengagebrain.com
http://www.cengagebrain.com

CRITICAL THINKING FOR INTEGRATION

1. Design an experiment to test the hypothesis that the
amygdala plays a role in the processing of emotional
memories.

2. You want to test the hypothesis that low levels of sero-
tonin are related to obesity in humans. Which type(s) of
research design(s) would you not want to use? Why?

CHAPTER STUDY RESOURCES

STUDYING THE CHAPTER 81

3. Discuss the ethical considerations involved in using inva-
sive techniques for studying the brains of animals.

4. What questions would a developmental psychologist be
most interested in asking about the nervous system?

Student Study Guide

To help organize your learning, work through Chapter 2 of the
What Is Psychology? Student Study Guide. The study guide
includes learning objectives, a chapter summary, fill-in review,
key terms, a practice test, and activities.

CENGAGENOW"
CengageNOW —

Go to www.cengage.com/login to link to CengageNOW,
your online study tool. First take the Pre-Test for this chapter to
get your personalized study plan, which will identify topics you
need to review and direct you to online resources. Then take the
Post-Test to determine what concepts you have mastered and
what you still need work on.

CourseMate @
Access an interactive eBook, chapter-specific interactive learn-
ing tools, including flashcards, quizzes, videos, and more in
your Psychology CourseMate, available at CengageBrain.com.

Aplia aplia
Aplia™ 1s an online interactive learning solution that helps
you improve comprehension—and your grade—by integrat-
ing a varlety of tools such as video, tutorials, practice tests, and
interactive eBook. Founded by a professor to enhance his own
courses, Aplia provides automatically graded assignments with
detailed, immediate explanations on every question, and inno-
vative teaching materials. More than 1,000,000 students like
you have used Aplia at over 1,800 institutions. Aplia should
be purchased only when assigned by your instructor as part of
your course.
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C HAPTER 2

HOW DOES THE BRAIN COMMUNICATE?

® Neurons use electrochemical energy to generate action
potentials that travel to the end of the neuron and cause the
release of neurotransmitters.

® Action potentials or neural signals are fired when a neuron
is depolarized enough to reach its threshold of excitation
(=55 mv).

Axon Sending

neuron
Neural impulse

Synaptic

esicles Neurotransmitters are chemical compounds that carry sig-

nals across neurons. Some of the key neurotransmitters are
acetylcholine, dopamine, serotonin, norepinephrine,
GABA, and glutamate.

Neurotransmitters play significant roles in regulating
behavior and mood.

Receptor site )
Post synaptic

mggg;nsmme’ (receiving) neuron IS THE NERVOUS SYSTEM A SINGLE SYSTEM?

The nervous system is organized
into a hierarchy of systems:

Peripheral nervous
system (PNS)
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Y
Corpus callosum % W":f!’ (‘

Hypothalamus

Pituitary glanda

Midbrain

Cerebellum

A

Medulla —

Eticord Central canal of spinal cord
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® The brain is divided into three key regions: the hindbrain,
the midbrain, and the forebrain. The forebrain regulates
higher order processes such as thinking and emotional
control.

® The brain regulates motor activity, sensation and percep-
tion, emotions, our ability to learn and remember, and all
the other elements of human behavior.

® The cerebral cortex is a thin layer of wrinkled tissue that
covers the outside of the brain and is most responsible for

Are You Getting THE

1S THE BRAIN ORGANIZED
STUDY THE BRAIN?

PICTURED

the cognition, decision making, and language capabilities
that are unique to humans.

® The brainis divided into right and left hemispheres. The left
hemisphere generally governs the right side of
the body, whereas the right hemisphere
governs the left side of the body.

® To assist in studying the brain and its
functioning, technology such as CAT
scans, MRIs, fMRIs, PET scans, and
SPECT scans are all important tools.

Primary motor area
(movement)  Primary somatosensory

/ % area (touch)

Broca's area
(left hemisphere

only)
-y Parietal
lobe
Frontal Occipital
lobe lobe

Primary visual
) ) area (vision)
Primary auditory
area (hearing) Wernicke’s area

(left hemisphere only)

Temporal lobe

INFLUENCE OUR BEHAVIOR?

long-lasting in its effects.

WHAT MAKES US WHO WE ARE—OUR BIOLOGY
OR THE ENVIRONMENT?

The endocrine system contains glands that release chemical ;
messengers—hormones—into the bloodstream. Compared to E
the nervous system, the endocrine system is slower and more

Thyrowd% '

| |

Adrenal —\
-~
Pancreas 4G ‘

Inherited genes

The phenotype —
or actual trait - or the genotype +
(nature)

Environmental
influences (nurture) Testes

Ovaries —
(in females) ?s P

(in males)

Natural selection - genotypes
that aid reproductive success
remain in the gene pool

Dex Image/Getty Images
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HOW DOES THE ENDOCRINE SYSTEM

© Reuters/Corbis
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How Do We

At this moment, you are reading this textbook in an attempt to learn more about
human behavior—and to do well in your psychology class. Take a moment to think
about what is actually taking place as you read this page. How do you get the visual
information printed on this page into your brain where it can be stored for future use?
To read this page, you must first focus your conscious awareness or attention on
the page and be able to see the images printed on it. Seeing is an example of what
psychologists call sensation. In sensation, sense organs of the body, such as the eyes,
convert environmental energy, such as the light that is bouncing off the book page,
into action potentials that the brain can then process. Sensation—in this case, seeing—
is the first step to getting information into our minds. If you did not have sense organs
such as your eyes, ears, tongue, nose, and nerve endings, you would not be able to
accomplish transduction, or the conversion of environmental stimuli into a form that
your nervous system can process. Without sensation, you would not be able to learn.
After sensation, the next step is perception. You must understand what the images
printed on the page mean. Perception occurs when you interpret the meaning of the
information gathered through your senses. In this
case, reading this page requires that you use your

prior knowledge of the English language to help
you perceive the meaning of the printed letters
and words. Likewise, when you listen to a lecture,
sensation occurs as your ears do their job of trans-
ducing sound into neural impulses. Then percep-
tion occurs as you use your knowledge of spoken

CHAPTER OUTLINE

Measuring Sensation and Perception:
How Sensitive Are Our Senses?

How Do We See the World?
How Do We Hear the World?

What Other Senses Do We Have?

language to interpret the information your ears
have sent your brain.

What you already know about the world often
helps you interpret your current experience. As you
look around your room right now, what do you see,
hear, smell, taste, and feel? To answer these questions, you must use your senses to take
in information from your environment. Then you must use what you know about the
world to help you perceive what you see, hear, smell, taste, and feel. However, because
perception depends in part on the experiences and knowledge we have, people do
not always perceive things the same way. For instance, two people looking at the same
cloud may each think that the cloud looks like a different animal.

How Accurate Are Our Perceptions?

Perception: How Do We Make Sense of It All?

85
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Image not available due to copyright
restrictions

Dr. Richard Cytowic wrote
The Man Who Tasted
Shapes about his friend
Michael Watson’s unusual
case of synesthesia.

attention conscious
awareness; can be focused on
events that are taking place in
the environment or inside our
minds

sensation the process
through which our sense organs
transduce environmental
energies such as light and
sound into neural impulses

transduction the process
through which our sense

organs convert environmental
energies into neural impulses

perception the process
through which we interpret
sensory information
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Individual differences exist in how you sense things as well. Some people
cannot see well without glasses. Some people have very acute hearing abilities,
whereas others cannot discriminate well between different sounds—and some,
like Michael Watson, have very unusual sensory and perceptual abilities indeed.
All his life, Michael had experienced sensations and perceptions differently
than other people did. When Michael (an amateur gourmet cook) tasted foods,
he also felt the sensation of certain geometric shapes on his body. For example,
when tasting a chicken dish, he might have the sensation of feeling rounded
shapes pressed against his body, especially on his face and hands. Conse-
quently, when developing new recipes, Michael's goal might be to produce
a dish that would taste pointed rather than rounded—as opposed to a dish
that would be salty or spicy.
Michael's unique shape tasting is an interesting case of a very rare
condition called synesthesia. Synesthesia, which affects only about 10 out
of every 1 million people, is characterized by cross-linkages among the
senses (Cytowic, 1999; J. Ward, 2003). When a person with synesthesia
senses a stimulus with one sense, he or she experiences sensations
in another sense. In general, the cross-linkage seems to be one-way. For
example, hearing a sound may evoke the sight of a color, but the sight of a color does
not evoke the hearing of a sound.

In Michael's case, taste invoked sensations of touch. Sometimes Michael felt the
shapes over his entire body. Other times, such as when tasting sweets, he only felt the
shapes in his hands. He felt most shapes in his face, hands, and shoulders. Because of
his unique abilities, Michael attracted the attention of his good friend, neurologist Dr.
Richard Cytowic. Richard studied Michael for many years in an attempt to better under-
stand his friend’s unique abilities and the way in which the brain influences sensation
and perception—a journey he chronicled in a fascinating book entitled The Man Who
Tasted Shapes (Cytowic, 1999).

As you might have guessed, Richard found that people like Michael do not process
sensory information in the typical way. But how does the average person’s brain process
sensory information? Answering these questions will be the focus of this chapter. As you
read through the chapter, keep Michael Watson's story in the back of your mind. What
must it be like to actually taste shapes?



MEASURING SENSATION AND PERCEPTION: HOW SENSITIVE ARE OUR SENSES? 87

_____LEARNING |
| ossecTive [N

IMEASURING SENSATION AND PERCEPTION: What Should You Know?

How SeEnsITIVE ARE OUurR SENSES? ® Explain the concepts of absolute
threshold, just noticeable

Psychologists who study sensation and perception are most interested in understanding how difference (jnd), and signal

we process sensory stimuli such as sights, sounds, and smells. For instance, what occurs detection used in measuring

when you look at an apple? How does your mind interpret the color of the light bouncing off sensation and perception.

the surface of the apple? Why do some apples appear to be greenish-red and others appear to
be deep ruby red? What makes the different notes of a musical piece sound different? What
physical properties of a food make it taste sweet or bitter? Questions like these are the focus
of the branch of psychology called psychophysics.

Absolute Thresholds

One of the fundamental questions psychophysicists have sought to answer  [EILNNENEE]
concerns the limits of human sensory capabilities. How faint a light can

humans see? How soft a tone can we hear? At what concentration can you

first taste sugar dissolved in a glass of water? How intense a pressure must Vision A candle seen from g
be placed on the arm for you to feel it? L 30 miles away on a £
Psychophysicists have conducted many experiments to answer these - clear, dark night. g
questions. These experiments typically involve presenting stimuli of gradu- = B
ally increasing or decreasing intensity (along with some trials in which the i Z
stimulus 1s not presented at all). Participants are asked to report whether they — E
can detect the presence of the stimulus. In this way psychophys1c1s§s gstab— (. _ P RGeS
lish an absolute threshold. Absolute threshold is defined as the minimum ) -
. . . . . 20 feet away in an 3
intensity of a stimulus that can be detected 50% of the time. This 50% mark ) i o4
. . . . . . otherwise quiet room. iR
1s used because the level of the stimulus required for it to just be perceived g8
varies from trial to trial and from person to person during an experiment. -
. One reason fqr VE'irl.atIOI’l’S in participants’ reports of absolute thresthd Smell . i i & e
1s changes in the individual’s response bias, or tendency to report detecting : diffused in a three-room
the presence of the stimulus whether or not the stimulus is actually pres-
: - apartment. S
ent. Because it can be very difficult to tell whether we can actually sense g
stimuli when they are presented at very low levels, sometimes we tend to SE
. . . o>
guess. Have you ever thought you heard the phone ring while you were in s | 5
the shower, only to find that you were mistaken? Many of us have had this Tast i onet c -
frustrating experience. Why does this occur? A simple explanation 1s that aste .ne eaSp.oon R ~
we are listening intently for the phone to ring. Because we expect the ring dissolved in 2 gallons 2
to be very faint over the sound of the shower, we convince ourselves that of water. 2
we hear a sound that simply i1sn’t present. %
The same thing sometimes occurs during laboratory experiments that 2
examine absolute threshold. If you are listening intently to hear a very N
faint sound over a pair of headphones, you may think you hear a stimu-  Touch The wing of a bumblebee =
lus whep it isn’t actually there. On another day, you may not make th}S falling on one’s cheek 8.
same mistake. Your absolute threshold may appear to move around a bit. from a distance of Sg
TaBLE 3.1 lists the approximate established absolute thresholds for the iy 23
: S35
<o

five senses, described in familiar descriptive terms.

psychophysics the study of how the
mind interprets the physical properties
of stimuli

absolute threshold the minimum
intensity of a stimulus at which participants
can identify its presence 50% of the time

This girl can feel this insect only
when its weight exceeds her absolute
threshold for touch.

Keiji Iwai/PhotoLibrary
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[F1GURE 3.1

® Possible Judgments in Detecting
the Presence of a Stimulus Imagine
that you are expecting an important
phone call, but you need to take a
shower. While you're in the shower,
listening for the phone, these are the
possible situations that might arise

and the judgments you might make in
these situations. Signal detection theory
uses the proportion of hits and false
alarms that a subject makes to separate
response bias from actual ability to
detect the presence of the stimulus.

signal detection a method of
analyzing the relative proportions of hits
and false alarms to eliminate the effects of
response bias in a participant’s detection of
a stimulus

Air traffic control displays must be
designed to maximize controllers’
hits and correct rejections while
minimizing their misses and false
alarms.

HOW DO WE SENSE AND PERCEIVE OUR WORLD?

The
phone
is

ringing

ringing

oo | () (D ves IR
hear the
phone ringing

Correct: "Hit" Incorrect: "False alarm"”

You don't think
you hear the
phone ringing

0D OO

Correct: "Correct rejection”

Incorrect: "Miss"

Signal Detection Theory

Some theorists propose that to get a true measure of the participants’ sensory abilities
researchers must go a step further by separating out the influence of response bias. Signal
detection is a method of analyzing the proportion of correct judgments (hits) and errors
(false alarms) that a participant makes in trying to detect a stimulus or signal. By applying
statistical measures to these proportions, researchers can eliminate the effects of response
bias and thereby get a truer measure of the participant’s ability to actually detect the presence
of the signal or stimulus (Parasuraman, Masalonis, & Hancock, 2000). ® FIGURE 3.1 illustrates
the types of judgments you could make in a signal detection situation (such as hearing the
phone ring while you're in the shower) and the signal detection terminology for each possible
response: hit, false alarm, miss, and correct rejection.

Signal detection has great significance in the real world. For instance, air traffic controllers
monitor computer screens for unauthorized air traffic entering their airspace. In experiments
on air traffic control, researchers can monitor participants’ hit and false alarm rates for detect-
ing intruding aircraft on a mock radar screen. Studies like these help researchers design radar
screens and computer displays that will allow air traffic controllers to maximize their hits
while minimizing their false alarms.

Signal detection is obviously useful in improving job performance, but does it also
apply to other real-world situations? Researchers now believe that signal detection can be
applied to more complex situations in which people have to judge whether they have seen
a person’s face before, as in eyewitness testi-
mony (Macmillian & Creelman, 1991; Podd,
1990). In this application a hit would mean
correctly 1dentifying a face you had seen
before. A false alarm would be incorrectly
identifying a face as one you had seen before
when in fact you had not seen it before.

By applying signal detection to eyewit-
ness testimony in controlled laboratory
experiments, researchers study whether the
average witness can reliably and accurately
identify faces seen before. As we will see in
this chapter and again in Chapter 6, many
studies have shown that eyewitness testi-
mony 1s often inaccurate. This, of course,
has implications for our legal system as well
as for psychologists studying sensation and
perception.

© Matthew McVay/Getty Images
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Just Noticeable Difference

In addition to establishing absolute thresholds for the senses,
psychophysicists have tried to establish the minimum change
in the intensity of a stimulus that can be detected 50% of the
time. This barely noticeable change in the stimulus 1s referred
to as the difference threshold or the just noticeable differ-
ence (jnd). In the early 1800s, psychophysicist Max Weber
discovered something very interesting about the jnd. Because
sensation is subjective, the amount of change in the stimulus
that is necessary to produce a jnd depends on the intensity at
which the stimulus 1s first presented. For example, if you are
holding a 10-pound weight, it will take more added weight
for you to notice a change than it would if you started out
holding a 5-pound weight. After many experiments, Weber
determined that he could express the relationship between
the stimulus’s original intensity and the amount of change in
the stimulus that 1s required to produce a jnd by means of the
equation now known as Weber’s law (AI/I = k). Weber’s
law states that when the change in a given stimulus (Al)
required to produce a jnd is divided by the initial intensity of
the stimulus (I), the result is a constant number (k). However,
this constant varies for each of the five senses; that is, the k, or

John Eder/Getty Images

constant, for vision 1s different from the k constants for hear-

89

ing, taste, smell, and touch.

If we know the k value for a particular stimulus, we can use Weber’s law to predict the
change in the stimulus that would be needed to produce a jnd in the average participant.
For example, for taste, k = 1/5. So, if you begin with 5 teaspoons of salt in a pot of soup,
you would have to add one teaspoon of salt to produce a jnd. However, the same amount of
stimulus change (AI) does not always produce a jnd. If your soup originally contains 10 tea-
spoons of salt, you will need an additional 2 teaspoons of salt to produce a jnd. Weber’s law
clearly demonstrates the subjectivity of sensation and perception. One additional teaspoon
of salt in a very salty pot of soup 1s not noticeable, but that same teaspoon of salt added to a
less salty pot of soup 1s noticeable.

Research on absolute and difference thresholds deals with our ability to consciously per-
celve sensory stimuli—to be aware that we are perceiving the stimuli. But what happens when
sensory stimuli are presented at intensities too weak to be consciously perceived? If we are
not consciously aware of sensory stimuli, can they still affect our behavior?

Processing Without Awareness:
Subliminal Stimulation of the Senses

In psychological terms, when sensory stimuli are presented at intensities that are too weak
to reach absolute threshold, the stimuli are said to be subliminal. Subliminal perception
became a topic of many debates in the late 1950s when a man named James Vicary attempted
to use subliminal persuasion to convince moviegoers at a public theater to buy more popcorn
and soda. Vicary flashed messages such as “Eat popcorn” and “Drink Coca-Cola” between
the frames of a movie at a speed so fast that moviegoers did not have time to consciously
perceive the messages. Because the messages were flashed so briefly, the moviegoers never
consclously saw anything other than the movie.

Vicary reported that as a result of his “experiment,” concession sales rose 18%. As it turns
out, James Vicary admitted in 1962 that he had not conducted a true experiment. The data
that he collected were so few that they could not be used for scientific purposes (Epley, Sav-
itsky, & Kachelski, 1999; Pratkanis, 1992). After Vicary’s attempts at subliminal persuasion,
researchers began to carefully examine the effects of subliminal persuasion both in the real
world and in the laboratory. To date, most studies have failed to yield convincing evidence for
the effectiveness of subliminal persuasion (see Pratkanis, Epley, Savitsky, & Kachelski, 2007).

There is no good scientific evidence
to suggest that moviegoers can be
coerced into buying refreshments
through subliminal persuasion.

just noticeable difference (jnd)
the minimum change in intensity of a
stimulus that participants can detect 50%
of the time

Weber’s law a psychophysical formula
used to predict the jnd for a given stimulus:
Al/l =k, where Al is the change in the
stimulus required to produce a jnd, l'is the
original intensity of the stimulus, and kis

a constant that varies for each of the five
senses

subliminal when the intensity of a
stimulus is below the participant’s absolute
threshold and the participant is not
consciously aware of the stimulus

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



90 CHAPTER3 . HOW DO WE SENSE AND PERCEIVE OUR WORLD?

Furthermore, when these studies do show that subliminal perception can affect behavior, the
effects are nowhere near as impressive as Vicary’s claims. For example, in one study, research-
ers were able to show that being subliminally exposed to the brand name Lipton Ice affected
participants’ choice of an iced tea drink—but only if they were already thirsty. It did not influ-
ence those participants who were not already motivated to drink (Karremans, Stroebe, &
Claus, 2006). At present, the Federal Communications Commission has a ban on subliminal
ads on TV and radio, but there is little reason to be afraid that subliminal messages will take
away our free will and give advertisers the power to directly control our behavior.

Now that we have a basic understanding of how psychologists measure the limits of our
sensory abilities, we will examine how our bodies accomplish the process of sensation.

Let's
REVIEW n this section, we have given you a quick overview of some important aspects
of measuring sensation and perception—absolute threshold, signal detection theory, just
noticeable difference, and subliminal stimulation of the senses. For a quick check of your
understanding, try answering the following questions at increasing levels of difficulty.

1. In signal detection theory, correctly identifying the presence of a stimulus is called a

a. hit C. correct rejection
b. false alarm d. miss

2. According to Weber's law, adding one more teaspoon of sugar to a glass of tea would be most
noticeable when
a. the teainitially had no sugarin it
b. the tea initially had 2 teaspoons of sugar in it
¢. the teainitially had 3 teaspoons of sugar in it
d. the teainitially had 5 teaspoons of sugarin it
3. Jerry wants to sweeten his iced tea. He adds one teaspoon of sugar, but the tea does not taste

sweet to him.When Jerry adds one more teaspoon of sugar to his tea, he finds that the tea now
tastes sweet—>but just barely. Two teaspoons of sugar seem to correspond to Jerry’s

a. just noticeable difference c. signal detection threshold
b. absolute threshold d. stimulus threshold
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TR How Do WEe See THE WORLD?
® Describe the physical properties Our eyes are at the front of our skulls, so you might assume that vision is a direct transfer from
oflight—wavelength, amplitude, object to eye to brain. Vision is more complicated than that, however, and researchers have
and the visible spectrum—and . . C. K .
studied vision more than the other senses. To understand vision, we'll look at the properties

how they relate to human vision. X < )
O Besaisaiiearmemyeiiinoe of light that apply to vision, the anatomy of the eye, the layers of the retina, and how we pro-

and the layers of the retina and cess visual information in the brain.
how they function.
° i i - .
Explain how we adapt to light How Vision Works: Light Waves and Energy
and dark, how we see color, and
howithelbrain'processes what When we see an object, what we really see are the light waves that are reflected off the surface
we see.

of the object. Thus a blue shirt will appear blue because blue is the only color of light that 1s
reflected by the shirt. The shirt absorbs all other colors of light.

Measuring Light: Wavelength and Amplitude

® FIGURE 3.2 depicts the electromagnetic spectrum, which includes visible light. Electromag-
netic energles, including light, result from disturbances in the electrical and magnetic fields
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Notice the extremely narrow band of the electromagnetic
Visible light

spectrum that is visible to the human eye.

Invisible long waves
A

Invisible shortwaves
N

4

Microwaves Infrared

Amplitude

~
Wavelength

I
750 700 600 500
Red Yellow

Ultra-
violet
rays

Green

Gamma Cosmic

X-rays
rays rays

400
Blue-violet

Wavelengths in nanometers (billionths of a meter)

® The Visible Spectrum of Light From Psychology, 3/e by Don H. Hockenbury and Sandra E. Hockenbury. © 2003 by Worth Publishers. Used with

permission.

that exist in the universe. Like all electromagnetic energies, light waves are characterized by
their wavelength and amplitude. The wavelength of light is the distance between the peaks
of consecutive waves. The amplitude of the light wave is the height of each wave peak. These
distances are typically measured in nanometers (nm).

The human eye cannot sense all electromagnetic energy. In fact, the visible spectrum for
humans is only a very narrow band of the electromagnetic spectrum that spans from about
360 nm to 750 nm (Figure 3.2). Other species can sense electromagnetic wavelengths that
are beyond the human visible spectrum. Some snakes sense infrared rays, allowing them to
sense other animals’ body heat (Sinclair, 1985). Some fish, reptiles, birds, insects, rodents,
and other vertebrates are able to sense ultraviolet (UV) light (Boulcott & Braithewaite, 2005).
Some animals, such as spiders and rats, use their ability to sense UV light during hunting
(Bhaskara, Brijesh, Ahmed, & Borges, 2009) or in tracking other animals (Pickerell, 2003). If
you are hiking through the woods, keep in mind that certain animals may be able to see you
before you see them!

Properties of Light: Hue, Brightness, and Saturation

Although our eyes cannot sense much of the electromagnetic spectrum, we are capable of
seeing millions of different combinations of color, richness, and brightness of light (M. H.
Bornstein & Marks, 1982; Linhares, Pinto, & Nascimento, 2008). The wavelength of the light
wave corresponds to the color or hue of the light we see. Shorter wavelengths correspond
to cool colors such as blues and purples; longer wavelengths correspond to warmer colors
such as yellows and reds (Figure 3.2). The amplitude of the light wave corresponds to its
brightness. The higher the amplitude of the light wave, the brighter the color we perceive.
One other characteristic of light, saturation, corresponds to the purity of the light. Light that
consists of a single wavelength will produce the most saturated, or richest, color. Light that
1s a mixture of wavelengths produces less saturated colors. For example, pure blue light is
high in saturation, but a mixture of blue and white light produces a less saturated blue light.
® FIGURE 3.3 illustrates the differences in brightness and saturation for a particular hue of blue.

For vision to occur, our eyes must be able to convert the electromagnetic waves of the vis-
ible spectrum into action potentials that our brains can process. In the next section, we will
look at the anatomy of the eye to get a feel for how this conversion occurs.

wavelength a physical property of
some energies that corresponds to the
distance between the wave peaks

amplitude a physical property of some
energies that corresponds to the height of
the wave peaks

visible spectrum the spectrum of light
that humans can see

hue the color of a light

brightness the intensity of light; it
corresponds to the amplitude of the light
waves

saturation the purity of light; pure
light or saturated light consists of a single
wavelength
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a. Hue
Pure Saturated Blue

b. Brightness

HOW DO WE SENSE AND PERCEIVE OUR WORLD?

c. Saturation

Brighter Intensity of the Same Blue Less Saturated Blue

The hue (blue) corresponds
to the wavelength on the
visible spectrum.

This blue is highly

The higher the amplitude of
the lightwave, the brighter
the hue (blue) appears.

Light that is from more than
one wavelength—here, blue
light mixed with white

light—is less saturated than

The Anatomy
of the Outer Eye

The process of vision begins with the
parts of the eye we can readily see: the
clear cornea that covers the iris (the
colored part of your eye) and the pupil
(the opening in the iris). From there,
light 1s eventually focused on the retina
at the back of your eye. The white part,
the sclera, 1s a supporting structure that
doesn’t play a part in the processing of
visual information.

saturated—the purest blue.

the pure blue in (a).
The Cornea, Pupil, Iris, and Lens

When light enters the eye, the first struc-
ture it passes through is the cornea (® FIGURE 3.4). The cornea is the clear, slightly bulged-out
outer surface of the eye. It protects the eye and begins the focusing process. The light that is
reflected from an object in the environment must eventually be focused on the rear surface
of the eye if we are to see the object clearly. As light waves pass through the material of the
cornea, they slow down and bend—just as they do when they pass through a camera lens.
This bending of the light waves plays an essential role in focusing images on the back of your
eye. A damaged cornea can make it impossible for a person to see clearly.

Directly behind the cornea is the pupil. This black opening in the center of your eye is
not really a structure. Rather, it 1s an opening, or aperture, through which light passes into the
center of the eye. Light cannot pass through the white part of the eye, or the sclera. Therefore,
1t must pass through the cornea and pupil to enter the eye. The iris, the colored part of the
eye surrounding the pupil, 1s constructed of rings of muscles that control the size of the pupil.
In dimly lit conditions, the iris relaxes to dilate the pupil, allowing the maximum amount of
light into the eye. In brightly lit conditions, the iris constricts to close the pupil, thus reducing
the amount of light entering the eye so as not to overwhelm the light-sensitive cells in the eye.
Although the pupil constricts rapidly in bright conditions, 1t is not always fast enough for us
to avoid some discomfort. Anyone who has ever had someone turn on the bedroom light at
night can attest to this!

Directly behind the iris and the pupil is the lens of the eye. The lens is a clear structure that
1s attached to the eye with strong ciliary muscles. The lens of the eye is rather like the lens of a
camera—its job 1s to bring the light waves entering the eye into sharp focus on the back of the
eye. A camera adjusts by moving the lens in and out (by turning it) until the image is in focus.
Our eyes focus light not by moving the lens in and out, but by changing the thickness of the
lens itself. Unlike the rigid glass of a camera lens, the lens of the eye is somewhat soft and flex-

® Brightness and Saturation
for a Hue of Blue

pupil the hole in the iris through which
light enters the eye

lens the part of the eye that lies behind
the pupil and focuses light rays on the
retina

Fovea. Point of highest
visual acuity; cones con-
centrated here.

Retina. Thin membrane
lining back of eyeball;
contains rods and cones.

Optic nerve

Optic disk. Point where
optic nerve leaves eye;

no rods or cones in this
part of retina, creating a
blindspot.

® The Anatomy of the Eye
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ible. The shape of the eye’s lens can adjust, or undergo accommodation, so that the image
passing through it is focused properly. When we look at an object that is far away (more than
20 feet), the ciliary muscles stretch and flatten the lens. This way light waves passing through
the lens bend very little and the image appears in focus on the back of the eye. When we look
at an object that is close at hand, the ciliary muscles contract and push on the lens to make it
thicker. In this state, light waves bend so as to focus the nearby 1mage on the back of the eye.

The Retina: Light Energy To Neural Messages

Once the light waves have been focused on the back of the eye, transduction of light waves
into neural impulses occurs in the retina, the surface that lines the inside of the back of
the eyeball. In the retina, specialized cells called rods and cones transduce light into action
potentials. Without these cells, vision would not be possible. Before we look at how trans-
duction occurs, it will be helpful if we describe the anatomy of the retina and the pathways
through which visual information is processed there.

The Anatomy of the Retina

The diagram in ® FIGURE 3.5 shows a cross section of the layers in the human retina. The gan-
glion cells are on the surface of the retina, followed by successive layers of amacrine, bipolar,
and horizontal cells, and finally the light-sensitive rods and cones. Look closely at Figure 3.5
and you will see that the light entering the eye must filter through all the layers of the retina
before finally striking the rods and cones.

Incoming light passes unimpeded through the transparent layers of the retina to reach the
rods and cones, which transduce the light energy into neural impulses. These signals travel
back out to the ganglion cells on the surface of the retina. Along the way, the horizontal,
bipolar, and amacrine cells funnel and consolidate the neural information from the rods and
cones so that we can see a unified, coherent image. The signals that reach the ganglion cells
in the top layer of the retina are to some degree summaries of the visual information from the
rods and cones.

The Optic Nerve and the Blindspot

Once the neural impulses reach the ganglion cells, they exit the retina and travel to the brain
via the optic nerve, which is composed of the axons of the ganglion cells (see Figures 3.4 and
3.5). The optic nerve actually exits the retina on the surface of the retina; there are no light-
sensitive rods or cones at the point where the optic nerve leaves the retina. With no rods or
cones at this spot, each of our eyes has a blindspot, which is a point in our visual field where
we cannot see.

Luckily, however, our blindspots do not pose much of a problem. For one thing, the blind-
spot is at the side of our visual field, where we normally do not bring objects into focus in the
first place (see Figure 3.4). If the blindspot were located at the fovea (the point directly behind
the pupil), it is possible that we would be much more aware of it. Another reason is that we
have two eyes. Whatever part of the world we miss seeing because of the blindspot in our left
eye we see with our right eye, and vice versa.

Now that we have a picture of how the retina is constructed, let’s turn our attention to a
more careful look at how the rods and cones allow us to see.

The Rods and Cones

The rods and cones that line the inside layer of the retina play different roles in the process
of vision. The rods, which are long and skinny, are sensitive to all colors of light, but they do
not transmit information about color to the brain (see Figure 3.5). You can think of the rods as
being black-and-white receptors. If you had only rods in your retina, you'd see everything in
black and white. We see the world in color because of the cone cells in the retina. The cones,
which are shorter and fatter than the rods, are responsible for transmitting information about
color to the brain.

Relative to rods, the cones of the eye require a higher intensity of light to become activated.
Because of this, we do not have good color vision in dimly lit situations—especially at night
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Vision problems can strike at any age.
Nearsightedness, or not seeing distant
objects well, is common at all ages.
Another condition, presbyopia, is more
common after middle age. Presbyopia
occurs when, as we age, the lens of the
eye becomes more rigid and the eye

is less able to accommodate to close
objects. Because of presbyopia, many
middle-aged and older adults need
reading glasses or bifocals.

accommodation the process through
which the lens is stretched or squeezed to
focus light on the retina

retina the structure at the back of the
eye that contains cells that transduce light
into neural signals

rods the light-sensitive cells of the retina
that pick up any type of light energy and
convert it to neural signals

cones the cells of the retina that are
sensitive to specific colors of light and send
information to the brain concerning the
colors we are seeing

optic nerve the structure that conveys
visual information away from the retina to
the brain

blindspot the point where the optic
nerve leaves the retina and where there are
no rods or cones
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The back of the retina, which lines the back interior surface of the eye

Rod (R) and cone receptors (C)

Horizontal cells (H)

Bipolar cells (B)

Amacrine cells (A)

Omikron/Photo Researchers, Inc.

Ganglion cells (G)

} Optic nerve fibers

Light rays entering from the outer eye

® A Cross Section of the Retina Above is a schematic of the retina with the rods shown in purple and the cones in pink. To the right is an electron
micrograph of the retina showing the rods and cones. From “Organization of the Primate Retina,” by J. E. Dowling and B. B. Boycott, in Proceedings
of the Royal Society of London, 16, Series B, 80-111. Copyright © 1966 by the Royal Society.

(Manning & Brainard, 2009). Think about driving at night. When light levels are not very
intense, it may be possible to see objects in the distance, but impossible to discern their color.

In each eye you have about 100 million rods but only about 5 million cones (Matlin &
Foley, 1997). Having so many rods and so few cones in the retina indicates that
perceiving shape and form takes precedence over perception of color. If you think
about it for a minute, this arrangement makes sense. Which information would
you need first: to see the shape of a car speeding toward you in the dark, or to see
the color of the car? Your first concern would be seeing the car to avoid a collision.

In addition to being differentially sensitive to light energy, the rods and cones
of the eye are not distributed evenly across the surface of the retina. The highest
concentration of cones 1s at the fovea, with fewer and fewer cones toward the
peripheral edges of the retina. The density of rods follows the opposite pattern,
with the highest concentration at the peripheral edges of the retina and fewer
and fewer rods as you move toward the fovea (see ® FIGURE 3.6). This arrange-

® The Ratio of Rods to Cones in the Retina This figure shows the ratio of rods to cones
in the human retina. The darker, cooler colors signify a decreasing rod to cone ratio.
Notice that at the fovea (the dark blue center of the retina) we find only cones. This high
concentration of cones at the fovea gives us our best color vision for objects that are
viewed head-on.

Courtesy of C A Curcio and K R Sloan
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DENMIONSTRATION

Where's Your Best Color Vision? Close your eyes
and have a friend hand you a colored crayon without
telling you what color it is. Sit upright in a chair with the
crayon in your hand, extend your arm directly out to the
side so that your arm forms a 90-degree angle with the
side of your body (® FIGURE 3.7). Fix your eyes directly
in front of you and open your eyes. In this position, the
crayon should be outside your range of vision.

Now slowly move your extended arm forward in
an arc toward the front of your head. Don't move your
eyes. Keep them fixed directly ahead. As you move your
arm slowly forward, keep noticing whether or not you
can see the crayon. When you can just see the crayon,
stop moving your arm. Now, can you tell what color the
crayon is? Don't cheat and move your eyes!

At this point, you should be able to see the crayon,
but you should not be able to tell what color it is. This is
because you are seeing the crayon on the edges of your
retina, where you have only rods. The rods are good at
picking up the image of the crayon, but they can't tell
your brain the color of the crayon. Now, slowly move
your arm forward again, until you can just perceive the
crayon'’s color. You have now moved your arm forward
enough that light from the crayon is striking some of
your cones (closer to the center of your eye). At this
point, your perception of the color should be washed
out, because you are still seeing the crayon with mostly
rods.

HOW DO WE SEE THE WORLD? 95

® Color Vision and Position in the Visual Field
When you hold a crayon to the side, you cannot
perceive its color because there are no cones on
the peripheral edges of the retina. When you hold
a crayon directly in front of your eyes, the high
density of color-sensitive cones at the fovea gives
you the best color perception.

As you continue to move the crayon slowly forward,
be aware of how the color seems to deepen and intensify.
The closer to the front of your face you move the crayon,
the more cones you are using, and the better your color
vision becomes. When the crayon is directly in front of
your eyes, its color appears most vivid. You are now see-
ing the crayon primarily with your cones because it is
directly in front of your fovea.

ment means that our best color vision 1s for objects placed directly in front of us, whereas
our color vision for objects seen out of the corners of our eyes 1s very poor. To demonstrate
this for yourself, try this simple demonstration. You'll need a set of crayons, a chair, and
the help of a friend.

Turning Light Energy Into Neural Messages

The rods and cones of the eye are able to transduce light into neural impulses because they
contain light-sensitive photopigments, chemicals that are activated by light energy. When
a rod 1s not receiving light input, its photopigment molecules are stable. However, when
light strikes the rod, this incoming light energy splits the photopigments apart (Yau & Har-
die, 2009). As the photopigments break up, they set off a complex chain of chemical reac-
tions that change the rate at which the neurons of the visual system fire
action potentials. The brain uses the pattern of these action potentials
to interpret what we are seeing.

Adapting To Light and Darkness

Have you ever had to wait at the back of a dark theater for your eyes
to adjust before you could find your seat? This type of adaptation is
referred to as dark adaptation. It also takes our eyes a while to adapt to

Because cones require more light energy than rods, it can be difficult to
discriminate among colors at night. Even though you can clearly make out
the shapes of the oncoming cars, you may not be able to discern their color.

Eddie Hironaka/Getty Images

photopigments light-sensitive
chemicals that create electrical changes
when they come into contact with light

dark adaptation the process through
which our eyes adjust to dark conditions
after having been exposed to bright light




96 CHAPTER3 . HOW DO WE SENSE AND PERCEIVE OUR WORLD?

light adaptation the process through
which our eyes adjust to bright light after
having been exposed to darkness

When you step out of the darkness
into bright light, you may experience
a flash of pain as the built-up photo-
pigment in your eyes reacts all at once
to the bright light.

sudden increases in light brightness, or undergo light adaptation. Adaptation to both light
and dark is important because the lighting conditions of our environment can vary widely. A
sunny day 1s at least 10” times brighter than a moonless night (Rieke & Rudd, 2009).

Dark and light adaptation are accomplished, in part, by changes in pupil size. Unfortu-
nately, the amount of dilation and constriction that our pupils can accomplish 1s limited,
and they alone cannot fully account for the adaptations we experience. Another mechanism
of adaptation is found in the photopigments themselves. If you were to enter a completely
darkened room, no light would enter your eyes and no photopigments would break down.
After remaining in these darkened conditions for a period of time, the photopigment levels
in your eyes would build up. This 1s what occurs when we sleep at night. With a large store of
photopigments, your eyes are very sensitive to light. If someone were to suddenly turn on the
lights in the bedroom, you would experience a bright flash of light and perhaps even pain as
a large number of photopigments break down all at once. It would take about one minute for
your eyes to adjust to the light (Hood & Finkelstein, 1986).

The process of dark adaptation is the opposite of what occurs during light adaptation.
Under normal daytime lighting conditions, we constantly use our photopigments to see our
surroundings. So, at any given moment during the day, a certain percentage of our photopig-
ments are broken down. If you suddenly enter a darkened theater after being in bright day-
light, you will not have enough photopigments to be able to see well. It will take more than 30
minutes for your photopigment levels to fully build up, giving you complete dark adaptation
(Hood & Finkelstein, 1986). This is why you may have to stand, popcorn in hand, at the back
of the darkened theater for several minutes before you can find your seat.

How We See Color

Like the rods, the cones of the retina also contain photopigments. However, there is an
important distinction between the photopigments in the rods and cones. All rods contain
the same photopigment. In contrast, there are three different types of cones, each containing
a slightly different photopigment. Why do we need three types of cones in our eyes? The
answer seems to be that three different cones are necessary for color vision.

The Colors of Light

You may have learned in elementary school about three pri-

mary colors (red, yellow, and blue) from which all other - ‘

colors can be made. But did you know that these pri-

mary colors refer to reflected colors (such as in paint or
crayons) and not colors of light? When you mix paints
together, what your eyes are actually seeing 1s the light that is
reflected from the surface of the paint. Because your eyes are sen-
sitive to light energy, your perception of color is due to the color
of the light that enters your eye. When you see a surface that’s
painted blue, it appears blue because blue is the only color of light -
that 1s reflected by that surface. All other colors of light are being
absorbed by the blue paint.

Mixing colored light 1s different from mixing
reflected colors of paints, crayons, or dyes.
When colors of light are combined, you see
the direct mix of light and not the light
that’s being reflected from a surface.
Therefore, the primary colors of light
are different from those of paints, and
thus the combinations formed by
mixing primary colors of light are
different from the combinations
of similarly colored paints.
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The primary colors of light are red, green, and blue.
All other colors of light can be made from these
three colors. If you mix all the primary col-

ors of light together, you get white light.
In contrast, 1f you mixed red, blue, and
yellow paint together, you would get
black paint (® FIGURE 3.8). When we
describe color vision and combina-
tions of colors, remember to think in
terms of light, and not in terms of paint.

The Trichromatic
Theory of Color Vision

By now, perhaps some of you have made the
connection between the three primary colors
of light and the three different types of cones in our
retinas. Could it be that each type of cone detects the
presence of a different primary color of light? This is
the central assumption of the trichromatic theory of
color vision.

The exact origin of the trichromatic theory of color vision 1s not really known (W. A. H.
Rushton, 1975; G. S. Wasserman, 1978). Most psychologists credit Hermann von Helm-
holtz (1821-1894) with proposing this theory in the mid-1800s. According to the trichro-
matic theory, we have three different types of cones in our eyes, each of which contains a
slightly different photopigment that makes the cell particularly sensitive to a certain wave-
length of light.

One type of cone 1s particularly sensitive to long wavelengths of light (red), another 1s
very sensitive to medium wavelengths of light (green), and the third i1s most sensitive to short
wavelengths of light (blue). Notice that these colors correspond to the primary colors of light.
These differentially sensitive cones give our brain a means of knowing what color of light we
are seeing at any particular moment (B. R. Conway, 2009; G. Wald, 1964).

For example, if the brain receives input that the red cones are very active and the green
and blue are not very active, the brain knows you are seeing the color red. This same logic
can be applied to seeing the colors green and blue, but how does it apply to seeing nonpri-
mary colors? All colors of light are some combination of red, green, and blue light (see Fig-
ure 3.8). So, the brain processes the proportions of red, green, and blue cones that are firing
intensely to know what color you are seeing.

Paint

Color Blindness

Does trichromatic color vision mean that all peo-
ple have red, green, and blue cones? Curlously,
research in the last decade or so suggests that some
people with normal color vision may have more than
three types of cones. The presence of additional types
of cones may cause some people to perceive colors
differently from others (Nathans, Merbs, Sung, Weitz,
& Wang, 1992; Neitz, Neitz, & Jacobs, 1993). There 1s
also abundant evidence that some people have fewer
than three types of cones. Color blindness, or the
nability to see one or more colors, is often the result
of missing cones in the retina. A particularly common
type of color blindness 1s red-green color blindness, a
genetic disorder that occurs in approximately 1 out of
20 males in the United States (Neitz, Neitz, & Kainz,
1996) who are born missing either red or green cones.

97
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® Primary Colors of Paint and Light
Mixing paint is not the same as
combining colors of light.

trichromatic theory of color
vision the idea that color vision is made
possible by the presence of three different
types of cones in the retina that react,
respectively, to either red, green, or blue
light

color blindness a condition in which a
person cannot perceive one or more colors
because of a lack of specific cones in the
retina

If you were missing all of your cones,
this piece of art would be perceived in
grayscale instead of color.
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The red-green color-blind person has only blue and red cones or blue and green cones in his
retina. The lack of red (or green) cones results in an inability to discriminate between red and
green. At a stoplight, a red—green color-blind person must look at the position of the red and
green lights, because the lights appear to be the same color.

Curiously, being color-blind may not always be a bad thing. In one study, researchers
found that monkeys with only two types of cones in their retina were better at detecting
a camouflaged stimulus than were trichromatic monkeys. Perhaps color blindness has not
been selected out of primates because it can be advantageous—for example, for seeing hid-
den food or predators (Saito et al., 2005).

Although trichromatic theory explains certain aspects of color vision, 1t does not explain all
aspects of vision. Trichromatic theory cannot explain negative afterimages. To understand what
an afterimage 1s, you'll need ® FIGURE 3.9 1n your textbook and a blank sheet of white paper.

DENMONSTRATION

A Negative Afterimage. Set the blank paper aside. Stare at the black dot in the center
of Figure 3.9 without blinking or moving your eyes. Continue staring for 60 to 90 seconds.
Then quickly move your gaze to the blank sheet of white paper. What do you see? You
should see the image of a green shamrock with a yellow border on the blank sheet

of white paper. The shamrock is a negative afterimage. Notice that the colors you
see in the afterimage are different from the colors in the original.

Why would you see different colors in your afterimage? The trichromatic theory
of color vision cannot explain this phenomenon. One theory that does so is the
opponent-process theory of color vision.

The Opponent-Process Theory of Color Vision
IEXIXIEER] | Incontrastto the trichromatic theory of color vision, which proposes cones that detect single

® Negative Afterimages colors of light, the opponent-process theory proposes a different type of color-sensitive

See text for instructions. cell in the visual system, a cell that is sensitive to two colors of light. There are thought to be
three types of opponent-process cells in our visual system: red/green, yellow/blue, and
black/white. The key to opponent-process theory is that these cells can detect the presence
of only one color at a time. The colors oppose one another so that the opponent-process cell
cannot detect the presence of both colors at the same time. For example, a red/green cell can
detect either red or green light at any one time. If you shine a red light in the eye, the red/
green cells tell our brain that we are seeing red. If you shine a green light in the eye, the
red/green cells tell our brain that we are seeing green. But these red/green cells cannot detect
red and green at the same time. Opponent-process theory is consistent with the finding that
if we simultaneously shine red and green lights into your eye, you will likely see a neutral
shade that 1s neither red nor green (Hurvich & Jameson, 1957/2000).

Opponent-process theory can explain the phenomenon of negative afterimages. Recall
the demonstration you tried with Figure 3.9. After staring at the red and blue shamrock, you
saw the green and yellow afterimage. Opponent-process theory proposes that as you stared
at the red and blue shamrock, you were using the red and blue portions of the opponent-
process cells. After a period of 60-90 seconds of continuous staring, you expended these
cells’ capacity to fire action potentials. In a sense, you temporarily “wore out” the red and
blue portions of these cells. Then you looked at a blank sheet of white paper. Under normal
conditions, the white light would excite all of the opponent-process cells. Recall that white
light contains all colors of light. But, given the exhausted state of your opponent-process
cells, only parts of them were capable of firing action potentials. In this example, the green
and yellow parts of the cells were ready to fire. The light reflected off the white paper could
excite only the yellow and green parts of the cells, so you saw a green and yellow shamrock.

opponent-process theory proposes Trichromatic Theory or Opponent-Process Theory?
that we have dual-action cells beyond , . X . .
the level of the retina that signal the brain We've seen that trichromatic theory and opponent-process theory each explain certain

when we see one of a pair of colors aspects of color vision. So, which theory is correct? Both theories seem to have merit. It is
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generally believed that these two theories describe processes that operate at different places
in the visual system (Hubel, 1995).

Trichromatic theory does a good job of explaining color vision at the level of the rods and
cones. The available evidence does indeed suggest that the photopigments in the cones of the
retina are differentially sensitive to particular colors of light (Abramov & Gordon, 1994; W.
A. H. Rushton, 1958, 1975).

Opponent-process theory best explains the processing of color vision beyond the level of
the rods and cones. When we described opponent-process theory, we talked about opponent-
process cells, but we didn’t indicate where these cells are in the visual system. It turns out that
some cells in the retina other than cones function as opponent-process cells, responding to
pairs of colors (Gouras, 1991). Evidence suggests that some ganglion cells (see Figure 3.5,
p. 94) operate as opponent-process cells (B. R. Conway, 2009; DeValois & DeValois, 1975).
When a ganglion cell receives input from the cones, it will detect only the presence of one of
its two designated colors. For example, a ganglion cell designated as a red/green cell will detect
signals that indicate the presence of red or green light. In true opponent-process fashion, the
red/green ganglion cell cannot detect the presence of red and green light at the same time.

Opponent-process theory may also explain the action of the other layers of the retina—the
amacrine, horizontal, and bipolar cells. In fact, opponent processing may even occur after
information leaves the retina and travels to the visual cortex (see B. R. Conway & Living-
stone, 2005). In the next section, we will trace the path that visual information takes as it
leaves the retina and enters the brain.

The Visual Pathways of the Brain

Once the rods and cones of the retina transduce light into action potentials, this information
begins its journey into the brain. Recall from Chapter 2 that the ultimate destination of visual
information in the brain is the visual cortex of the occipital lobe (see p. 64). As visual informa-
tion travels from the individual rods and cones of the retina to the visual cortex of the brain, it
1s continually processed and combined to ultimately give us a coherent perception of what we
see 1n the environment.

As we have already discussed, the process of combining the input from the millions of rods
and cones begins while the information is still in the retina. The bipolar, horizontal, and ama-
crine cells (see Figure 3.5, p. 94) gather the information from the
rods and cones and funnel 1t to the ganglion cells. The ganglion
cells join together to form the optic nerve, which carries visual
information into the brain.

The Optic Chiasm and Our Cross-Wired Brain

Information traveling along the optic nerve is processed contra-
laterally in the brain. Just as movement in the body 1s controlled
by the opposite side of the brain, visual information from the
right side of the body travels to the left hemisphere, and informa-
tion from the left side travels to the right hemisphere. The point at
which the optic nerve from the left eye and the optic nerve from
the right eye cross over is called the optic chiasm. From the optic
chiasm, most visual information travels to a part of the thalamus
called the lateral geniculate nucleus (LGN). The LGN is
thought to act as a filter for visual information coming from the
retina, and some opponent-processing of color may occur in the
LGN (see B. R. Conway & Livingstone, 2005).

Atfter leaving the LGN, visual information travels directly to
the visual cortex, where specialized cells interpret the input (see
® [GURE 3.10). Many of these cortical cells function as feature
detectors that fire only when they receive input that indicates
we are looking at a particular shape, color, angle, or other visual
feature. We have feature detectors for many different specific
features of visual stimuli (B. R. Conway, 2003; Hubel, 1995;

929

optic chiasm the point in the brain
where the optic nerve from the left eye
crosses over the optic nerve from the
right eye

lateral geniculate nucleus
(LGN) the part of the thalamus that
processes visual information en route
to the cortex

feature detectors specialized cells in
the visual cortex that fire only when they
receive input that indicates we are looking
at a particular shape, color, angle, or other
visual feature

[FIGURE 310 I

® The Visual Pathways in the Brain
You can see that visual information
from your right side travels to the visual
cortex on the left side of the brain and
information from your left side travels
to the visual cortex on the right side.
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Hulbert, 2003; Seiffert, Somers, Dale, & Tootell, 2003; Xiao, Wang, & Felleman, 2003). The
visual cortex and other parts of the brain gather information from our various feature detec-
tors and combine it to help give us a coherent picture of whatever it is we are seeing (8. Jack-
son & Blake, 2010; Lumer, Friston, & Rees, 1998; S. O. Murray, Olshausen, & Woods, 2003).

Yet, the world 1s a complex place full of rich visual detail. Is it possible that all of our visual
perception of the world results from feature detectors that respond to simple geometric
shapes? Maybe not. In fact, evidence 1s mounting to suggest that other areas of the brain may
be organized to further process certain complex stimuli. For example, we have a region in the
temporal lobe called the fusiform face area, which enlarges and specializes during childhood to
selectively process the faces we see (Peelen, Glaser, Vuilleumier, & Eliez, 2009). Likewise, other
areas have been shown to selectively process body parts (Cross, Mackie, Wolford, & de C.
Hamilton, 2009) and pictures of indoor and outdoor scenes (Kanwisher, 2003).

Do Men and Women See the World Differently?

Recent evidence suggests that when 1t comes to processing visual information, men and
women see things differently. Females tend to be better at discriminating one object from
another (Overman, Bachevalier, Schuhmann, & Ryan, 1996), naming colors (M. H. Born-
stein, 1985), and accurately 1dentifying facial expressions (Vassallo, Cooper, & Douglas,
2009). Females also tend to show a preference for using many colors and seem to prefer
warm colors to cool ones. Males tend to be better at processing moving objects and the spa-
tial aspects of objects (G. M. Alexander, 2003).

Researcher Gerianne Alexander (2003) has argued that these gender differences in visual
processing are neurological and that they have evolved to facilitate the performance of tra-
ditional male—female roles in society. In many societies, males have historically hunted for
food, whereas women have gathered crops and nurtured their children. By being able to
discriminate among objects and colors well, females are well suited to gathering food. For
example, good color vision allows you to see a ripe fig among the green leaves of a tree. On
the other hand, male ability to process movement and spatial information may have helped
them perform hunting duties. We'll have more to say about gender roles and gender differ-
ences in Chapter 10. For now, let’s turn our attention to our other senses.

Let's
REVIEW n this section, we discussed vision, including the physical properties of light,
the anatomy of the eye and the retina, how we adapt to light and dark, how we see color, and
the role of the brain in vision. For a quick check of your understanding, try answering the fol-
lowing questions at increasing levels of difficulty.

1.  We are able to see color because of the presence of cells in our retinas.
a. rod c. amacrine
b. cone d. bipolar

2. Which theory best accounts for the presence of negative afterimages in vision?

a. the opponent-process theory c. therod-and-cone theory
b. the trichromatic theory d. the theory of red—green color blindness

3. You have just returned to a darkened theater after a trip to the concession stand. Now you have
a problem—you can't find your seat in the dark. Knowing what you do about vision, which of
the following would most likely help you to find your seat?

a. Stare straight ahead at the seats.

b. Search for your seat out of the corner of your eye.

c. Go back out into the bright light and allow your eyes to deplete their photopigments.
d. Cross your eyes and search for your seat.

C g €'e'T:q L SHIMSNY )
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| LearRNING S
| OBJECTIVES |
How Do WE HEaArR THE WORLD? What Should You Know?

Like vision, hearing is one of our most important senses; much of what we learn in life = ZEElEE S El e P SErEEs
of sound and how they relate

depends on thege two senses. Additionally, hgaring plays an irr}portant rolg n our abil%ty to e e
communicate with others. To understand hearing, we will describe the physical properties of loRREss,
sound waves, the anatomy of the ear, and how our brain processes sound. ® Be able to locate the outer,

middle, and inner ear, list their
major structures, and describe

How Hearing Works: Vibrating Sound Waves their roles in hearing.
As was the case with vision, hearing requires that environmental energy be transduced into
neural impulses. In the case of vision, the energy is electromagnetic. In hearing, the envi-
ronmental energy takes a different form. Sounds, such as a human voice, produce waves of
compressed air that our ears convert to neural impulses. You can feel these waves by holding
your fingertips directly in front of your mouth while speaking. It may be hard to believe, but
sound waves are a physical force that can even break glass!

Like light waves, sound waves have their own psychophysical properties. A sound wave
has both peaks and valleys (® FiGure 3.11a). A cycle includes the peak of the wave and
the valley that immediately follows 1t. Counting the number of cycles in a given time frame
allows us to determine the frequency of a sound wave. Traditionally, the frequency of sound
waves 1s measured in hertz (Hz), or the number of cycles completed per second. A sound
wave with a frequency of 1000 Hz would complete 1,000 cycles per second.

The frequency of a sound wave corresponds to the pitch of the sound we perceive. The
higher the frequency of the sound wave, the higher the pitch we perceive when hearing it.
The average young adult can perceive sounds that range from a low of 20 Hz to a high of
20000 Hz (Gelfand, 1981). We lose some of this range as we age, particularly our ability to
hear high pitches. Those of us who live and work in noisy environments may be even more
likely to suffer hearing loss as we age (see the ® TECHNOLOGY AND BEHAVIOR box on 1Pods,
earbuds, and hearing loss, p. 102). For instance, people who live in North American urban
areas experience greater age-related hearing loss than do people who live in quiet rural areas
of Africa (W. I. Bennett, 1990). Most of the everyday sounds we hear fall well below the
20000-Hz level. But, if we begin to have difficulty hearing sounds at 1800 Hz and below, our
ability to comprehend speech may suffer (Welford, 1987). Researcher Teresa Cervera and
colleagues (2009) found that hearing loss in 55-65-year-old participants was a good predic-
tor of problems in processing speech as well as certain memory problems. Specifically, those
with hearing loss were likely to have greater trouble on tasks that required working memory or
the ability to hold information in our conscious mind while processing it.

cycle a physical characteristic of energy

(a) Frequency determines pitch defined as a wave peak and the valley that

1 cycle immediately follows it
N 2N\ N\ ~ _ Lowfrequency frequency a physical characteristic of
=~ =~ =~ Low pitch energy defined as the number of cycles

that occur in a given unit of time

A A A A A High frequency

N Y Y YW Y N\ High pitch pitch the psychophysical property of
sound that corresponds to the frequency
of a sound wave

1 cycle
(b) Amplitude determines loudness

AU F 1 G URE 311
Loud noise
® The Amplitude and Frequency of Sound Waves
The frequency, or number of cycles per second,

Amplitude determines the sound’s pitch. The higher the wave's
N A A Low amplitude frequer\cy, the hlgh?r the sound’s pitch will be (a).
N\ G/ Quiet noise The height, or amplitude, of a sound wave deter-

mines its loudness. Higher amplitudes correspond
1 cycle to louder sounds (b).
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IPODS, EARBUDS, AND HEARING LOSS

Do you own an iPod, Zune, or other per-
sonal listening device (PLD)? Do you listen
to these devices while using earbuds (small
speakers that fit into the ear canal) or head-
phones? If so, you are not alone. According
to some researchers, college students prob-
ably spend more time listening to PLDs
than does any other age group (Danhauer,
Johnson, Byrd, & DeGood, 2009). There is
little doubt that PLDs have made our lives
much more entertaining and enjoyable.
Many of us enjoy listening to music while
exercising, studying, taking a long flight,
and so on. Modern PLDs, such as the iPod,
provide us with the unprecedented con-
venience of being able to carry thousands
of our favorite songs with us wherever we

HOW DO WE SENSE AND PERCEIVE OUR WORLD?

block out background noise, forcing the
wearer to turn up the volume to hear
well. In quiet background environments,
earbud wearers and in-ear wearers listen
at comparable levels (Fligor & Ives, 2006,
cited in Danhauer et al., 2009).

Initially, researchers suggested lim-
iting PLD use to what is called the 60-60
rule: no more than 60 minutes per day of
listening to your PLD at 60% of its maxi-
mum volume (Fligor & Cox, 2004). How-
ever, based on further research, some
now suggest a more lenient guideline:
no more than 4.6 hours per day of listen-
ing at 70% of maximum volume (Port-
nuff and Fligor, 2006, cited in Danhauer
etal., 2009).

Caterina Bernardi/Getty Images

go. We have even seen hoodies with iPod
earbuds sewn directly into the garment
so that the wearer could be unobtrusively
plugged in all day long!

Sounds great, right? But, as with most things, moderation
may be an important consideration. Increased levels of noise
have long been a consideration in the industrialized world. In
fact, roughly 10% of Americans between the ages of 20 and 69
have suffered some level of permanent damage to their hearing
as a result of overexposure to noise (Griest, Folmer, & Hal Martin,
2007). This damage results from noise in the workplace, environ-
mental noise, and perhaps even from leisure activities, such as
listening to PLDs at too high a level. Some PLDs are capable of
outputting sounds at more than 130 dB (Danhauer et al.,, 2009).
To put this number in context, a circular saw puts out roughly 99
dB (National Institute for Occupational Safety and Health, 2010).
Given that we might be tempted to listen for literally hours to a
PLD full of great songs, this sound exposure may be equivalent
to listening to power tools, unprotected, for several hours a day.
Furthermore, researchers have discovered that when listening to
a PLD with earbud-style headphones in noisy background con-
ditions, people tend to play the device at a higher level (89 dB)
than do listeners who use in-ear earphones that sit directly in the
ear canal (78 dB). This tendency occurs because earbuds do not
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PLDs are a great way to enjoy music
and other media, but don’t forget to
follow the 60-60 rule.

So, do people (including college
students) follow either of these guide-
lines? Well, the good news is that several
studies have suggested that many people
are more cautious when listening to PLDs than perhaps we
would expect, given the media concern over potential hearing
loss (see Danhauer et al., 2009 for a review). The bad news is that
a minority of people out there are possibly endangering their
hearing by not following these guidelines.

Jeffrey Danhauer and colleagues (2009) surveyed 609
American college students and found that although the major-
ity of students were within the guidelines of the 60-60 rule,
approximately 25% were not. There were also some who were
outside the more conservative guidelines for listening at 70%
full volume. Approximately 12% of the participants said that
they listened at 70% or more of full volume for 3+ hours a day.
So, even by the most conservative estimates, Danhauer and col-
leagues found that approximately 10% of college students may
be endangering their hearing with their PLD use.

To minimize your risk, you might invest in some in-the-ear
headphones to block background noise better than earbuds,
use your PLD software to limit the maximum volume of your PLD
to 60-70% of maximum, and limit your exposure. This is one case
where less is better.
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Like light waves, sound waves differ in ampli- [TABLE 3.2 |

tude (see Figure 3.11b). The amplitude of a sound @ The Decibel Levels of Some Common Sounds
wave corresponds to the loudness of the sound we

hear as well as the amount of pressure the com- .
. Little or No Chance of Damage
pressed waves of air exert on the eardrum. The

higher the amplitude, the more pressure 1s exerted 0 The softest detectable sound
on the eardrum, and the louder the sound is. 20 A soft whisper

Loudness is usually measured in decibels (dB). 30 A quiet library

® TABLE 3.2 shows the decibel levels for some com- 40 A quiet neighborhood

mon sounds. Note that the sensory threshold for 50 A refrigerator running

sound in humans 1sldeﬁn'ed as 0 dec1bels.. 60 e G ERER GO EER
Let’s turn our discussion to the ear itself and
how it allows us to transduce sound waves into Prolonged Exposure Can Cause Damage

neural impulses. As we did with the eye, we will

beein b " ) look h fih 70 A noisy restaurant
egin Dy taking a closer look at the anatomy of the 80 A loud radio
ear.

90 A lawn mower

100 Heavy traffic
The Anatomy and Function 120 A very loud thunder clap
of the Ear Sounds of These Intensities Can Quickly Cause Damage
The structures of the ear are well designed.to 140 B sl i g o
accomplish the task of hearing. As we examine .

X - . 160 Extremely loud rock music

these structures, we will divide the ear into three

180 The launch of a spacecraft

sections: the outer ear, middle ear, and inner ear
(® FIGURE 3.12).

The Outer Ear

The very outside of the outer ear 1s called the pinna. It includes the part of the body normally loudness the psychophysical property of
referred to as the ear and earlobe. The pinna acts as a funnel to gather sound waves. After ~ sound that corresponds to the amplitude
being gathered by the pinna, sound waves are channeled through the auditory canal where ofa soundwave

sounds are amplified and then strike the membrane at the end of the auditory canal, the decibels (dB) the unit of measure used
eardrum. to determine the loudness of a sound

cochlea the curled, fluid-filled tube
The Middle Ear that contains the basilar membrane in
The eardrum, or tympanic membrane, is a very thin membrane that vibrates as the incoming ~ theinnerear
sound waves strike it, much as the head of a drum vibrates when a drumstick strikes it. The
three bones, or ossicles, of the middle ear that are directly behind the eardrum are the hammer
(or malleus), anvil (or incus), and stirrup (or stapes). These very small bones that rest against [FIGURE 3.12 NN
one another transmit vibrations from the eardrum to the inner ear. The middle ear connects ® The Anatomy of the Ear
to the inner ear at the point where the stirrup rests against
the oval window (see Figure 3.12). The oval window is found
on the outer end of the cochlea, one of the major compo-
nents of the inner ear. The cochlea is a coiled, fluid-filled
tube about 1.4 inches long that resembles a snail (Matlin & Anvil
Foley, 1997). The curled nature of this structure may help (incus)
to focus incoming sound waves as they are transduced into
neural impulses within the cochlea (Manoussaki, Chadwick,

Ketten, Arruda, Dimitriadis, & O’Malley, 2008). rrr??Hr;L?sr)

Stirrup
(stapes)

Auditory
nerve

The Inner Ear

If'you were to uncoil the cochlea, you would see that it resem-

- . o Eardrum
bles a flexible tube that is closed off at the end. The inside (tympanic Round
. .. . Oval window
of the tube is partitioned into three ducts, or canals, each membrane) \Laow
filled with fluid. These are the vestibular canal, the cochlear w
duct, and the tympanic canal (® FIGURE 3.13). In our quest to .
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basilar membrane the structure in the
cochlear duct that contains the hair cells,
which transduce sound waves into action
potentials

hair cells neurons that grow out of the
basilar membrane and transduce sound
waves into action potentials

auditory nerve the nerve that carries
information from the inner ear to the brain

place theory proposes that our brain
decodes pitch by noticing which region of
the basilar membrane is most active

HOW DO WE SENSE AND PERCEIVE OUR WORLD?

[FIGURE 313 I

® Enlarged Detail of the Inner Ear
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understand how hearing occurs, we are most concerned with the cochlear duct because that
1s where transduction occurs. The floor of the cochlear duct is lined with the basilar mem-
brane. Growing out of the basilar membrane are specialized hair cells that transduce sound
wave energy into neural impulses.

Recall our discussion about the transmission of sound waves through the outer and mid-
dle ears, and then look once again at Figures 3.12 and 3.13. Incoming sound waves cause the
ossicles to vibrate. This vibration is transferred to the cochlea because the stirrup rests against
the oval window. The vibration of the stirrup against the oval window sets up a wave action
inside the fluid-filled vestibular canal. As this wave travels through the vestibular canal, the
cochlear duct begins to ripple. Inside the cochlear duct, the traveling wave ripples across the
hair cells, causing them to begin sending neural impulses.

The Auditory Pathways of the Brain

Once the hair cells transduce sound into neural impulses, these

® The Auditory Pathways in the Brain

Auditory
cortex

Signal from
left ear via

the auditory
nerve
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impulses must be sent to the brain for further processing. Attached
to the end of the cochlea 1s the auditory nerve (Figure 3.12). The
bundled neurons of the auditory nerve gather the information from
the hair cells to relay it to the brain. ® FIGURE 3.14 shows the path that
auditory information takes from the ears to the brain. Notice that
auditory information from each ear reaches both sides of the brain.

The auditory cortex (see Chapter 2, p. 64) has the capacity to
decode the meanings of the sounds we hear (see ® WHAT’s HAp-
PENING IN YOUR BRAIN). Our next task is to examine how the brain
perceives, or makes sense of, the auditory information it receives
from the ears.

Medial
geniculate
nucleus

Place Theory of Pitch Perception

Several theories have been proposed to explain how we perceive
pitch. Hermann von Helmholtz, who is credited with the trichro-
matic theory of color vision, also studied pitch perception. Helm-
holtz contributed to our understanding of sound perception with his
place theory of pitch perception (Helmholtz, 1863/1930), which
proposes that sounds of different frequencies excite different hair
cells at particular points along the basilar membrane. According to
place theory, the brain receives information on pitch from the loca-
tion, or place, on the basilar membrane that is being most excited
by incoming sound waves. Evidence suggests that place theory may
indeed explain some of our ability to perceive pitch.

Signal from
right ear via
the auditory
nerve
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In the early 1960s, Georg von Békésy conducted some important studies using pure tones,
made up of single sound waves, which revealed that different pitches caused the most vibra-
tion at different points along the basilar membrane. Low-frequency sounds activate the far
end of the basilar membrane the most. High-frequency sounds cause the most activation at
the front part of the basilar membrane, near the oval window. This makes sense 1n light of
what we know about hearing loss resulting from damage. As we age, many of us lose some
of our hearing as a result of wear and tear on the hair cells of the basilar membrane. It stands
to reason that hair cells at the front of the basilar membrane are more vulnerable to damage
because they experience the most intense vibrations coming in from the outside world. If we
lose our front hair cells first and place theory has merit, this would explain why age-related
hearing loss first affects our ability to hear higher pitches.

Although Békésy’s research on place theory does describe some of our ability to perceive
pitch, it did not take into account that most of the sounds we hear are complex, made up of
many separate pure tones. When place theory 1s put to the test using complex sounds rather
than pure tones, it does not fare as well as it does in explaining perception of pure tones
(Matlin & Foley, 1997). What other explanations have been offered for our ability to
perceive pitch?

Frequency Theory of Pitch Perception

Frequency theory proposes that our brain receives information about pitch directly from

he f hich the hair cells are firing (Rutherford, 1886; Wever, 1949/1970). An | cauency theory proposes that

F e re.quency at whic t e hair cells a?e ring (Ruthe .or , ; ever, ). 'n our brain decodes pitch directly from the
incoming sound wave will cause the hair cells to fire action potentials at a frequency that 1s frequency at which the hair cells of the
equal to the frequency of the sound wave. For example, a sound wave at 500 Hz would cause ~ basilar membrane are firing
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the hair cells to fire 500 action potentials per second; a sound wave at 750 Hz would produce
750 action potentials per second.

Frequency theory 1s a very simple concept, but it has a severe limitation. Hair cells can
fire only at a maximum rate of 1,000 action potentials per second (1000 Hz), yet we can hear
sounds 1n the range of 20-20000 Hz. Frequency theory obviously falls short in explaining
perception of pitches over 1000 Hz.

Volley Theory of Pitch Perception

Volley theory is an updated version of frequency theory that seeks to explain perception of
sounds over 1000 Hz (Wever, 1949/1970). According to volley theory, “teams” of hair cells
work together to give us the perception of sounds over 1000 Hz. For example, let’s say you
hear a tone of 3000 Hz. No single hair cell can fire at 3000 Hz, but three hair cells, each firing
at 1000 Hz, can work together to tell your brain that you are hearing a 3000-Hz tone. Three
cells firing 1n turn at their maximum rate can send the signal as a group at 3000 Hz. Hair cells
that work together can thus accomplish what single hair cells cannot.

Duplicity Theory: An Integration

Volley theory seems adequate to explain pitch perception, but we still have to deal with place
theory, which also seems to explain some aspects of our perception. Recall that Georg von
Békésy (1960) did find that different pitches excite different parts of the basilar membrane.
Volley theory cannot explain why this would be the case. So, what is going on in our ears? Is
it the place or the frequency of the excited hair cells that tell us what pitch we are hear-
volley theory proposes that our brain ing? Tt may .WeHAbe that IF 15 both. . . .
decodes pitch by noticing the frequency Today it 1s widely bellleved that we perceive pitch through a .comb1nat10n of volley the-
at which groups of hair cells on the basilar ory and place theory. This combination of perceptual processes is called duplicity theory.
membrane are firing Researchers strongly suspect that frequency and place information work together to give
us pitch perception, but we don’t yet understand exactly how these two mechanisms work

duplicity theory proposes that a .
plcty Y prop together. Before moving on, take a moment to look at ® THE BiG PicTURE ReviEw for a recap

combination of volley and place theory
explains how our brain decodes pitch of the theories of pitch perception.

EHE

J\ ! . Theories
Hl=-rysidreview of Pitch Perception
THEORY ‘ DESCRIPTION
Place Theory Different pitches of sound activate specific regions of the basilar membrane more than others. Pitch

perception occurs when the brain notices which portions of the basilar membrane are being most
excited by incoming sound waves.

Frequency Theory The hair cells of the basilar membrane fire action potentials at a rate equal to the frequency of the
incoming sound wave. The brain determines pitch by noticing the rate at which the hair cells are

firing. This theory only explains perception of pitches up to 1000 Hz, the maximum firing rate of a
hair cell.

Volley Theory Similar to frequency theory, this theory states that groups of hair cells fire as teams to give us the
perception of pitches over 1000 Hz. For example, three hair cells firing at 1000 Hz each together

yield the perception of a 3000-Hz tone.

Duplicity Theory States that a combination of frequency and place information is used in pitch perception. Exactly

how these sources of information are integrated in the brain is still being investigated.
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Let's
REVIEW n this section, we looked at the process of hearing: the psychophysics of
sound, the anatomy of the ear, the brain’s role in hearing, and theories of pitch perception. For
a quick check of your understanding, try answering the following questions at increasing levels

of difficulty.
1. theory proposes that pitch is perceived when the brain locates the region of the basilar
membrane that is firing the most action potentials.
a. Frequency c. Place
b. Basilar d. Volley
2. Volumeisto as pitch is to
a. amplitude; frequency c. peak height; amplitude
b. wavelength; frequency d. frequency; amplitude

3. Frequently violating the 60-60 rule when listening to your PLD would be most likely to result in

a. total deafness c. deafness for medium pitches
b. deafness for low pitches d. deafness for high pitches

C p g T L SHIMSNY )

OBJECTIVE
WHAT OTHER SENsEs Do WEe HAvEe? What Should You Know?

Although we learn a great deal about the world through our senses of vision and hearing, our ® Explain the processes involved in
ability to function also rests on our ability to taste, smell, touch, and sense our bodies. For taste, smell, touch, and the body
Michael Watson, whose story opened this chapter, the sensory pathways for some of these senses.

senses were interconnected. For Michael, taste resulted in touch, making his synesthesia one

of the rarest forms known. Most of us can’t even imagine what Michael experiences while

eating a sandwich! However, we can examine what happens when we nonsynesthetes experi-

ence the sensations of taste, smell, and touch, as well as what we call the body senses.

Taste: Information From the Tongue

Most of us will never experience taste as a tactile sensation, the way Michael Watson does.
However, for us the senses of taste and smell are interconnected. These two senses are called
chemical senses, because they require that certain chemicals come into direct contact with
our sense organs. Vision and hearing don’t require such direct contact; you can perceive
visual and auditory stimuli at a distance. But for taste, or gustation, to occur, certain chemi-
cals in foods and other substances must be dissolved in our saliva and come into direct con-
tact with the sense organ commonly known as the tongue. For smell, chemicals in the nearby
air—ifrom food or other substances—must come into contact with cells in the nasal cavity.

Properties of Taste: The Four—or Five—Tastes

It 1s widely believed that humans are sensitive to at least four different types of tastes: bitter,
sweet, salty, and sour (Bartoshuk & Beauchamp, 1994). It makes good sense that our tongues
are designed to detect these tastes, because they are associated with certain types of foods
that have implications for our survival (T. R. Scott & Plata-Salaman, 1991). Sweet flavors are
assoclated with organic molecules that contain hydrogen, carbon, and oxygen. Sugars are
organic molecules, so our ability to taste sugars may ensure that we take in enough to fuel
our bodies. Salty flavors are associated with foods that release 1ons, or charged particles. As
we saw 1n Chapter 2, 1ons such as sodium are crucial for normal functioning of the nervous
system. Our ability to taste salts ensures that we take in enough of these critical ions. Sour ~ gustation the sense of taste
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108 CHAPTER3 . HOW DO WE SENSE AND PERCEIVE OUR WORLD?

tastes are generally associated with acidic substances, and bitter flavors are often found in
substances that contain nitrogen. Our ability to sense sour and bitter tastes may help us to
regulate the level of acidity (pH) in our bodies. Bitter tastes are often associated with toxic
substances. Therefore, tasting bitterness may steer us away from certain poisons.

In addition to these four basic tastes, some researchers have proposed that humans may
be sensitive to a fifth taste called umami, or glutamate (Rolls, 2000). Umami is a meaty, brothy
flavor that 1s more common in Asian foods than it is in Western cuisine (MSG, or monoso-
dium glutamate, 1s a common ingredient in Asian dishes). So, Westerners are not likely to be
as familiar with umami’s flavor as they are with the other basic tastes. Nonetheless, prelimi-
nary studies indicate that the ability to taste umami exists (Damak et al., 2003; Hodson &
Linden, 2006). So, how does the tongue detect the presence of these four (or five) basic
flavors?

The Anatomy and Function of the Tongue

When you look at your tongue 1n the mirror, you normally see a bunch of little bumps lining
1ts surface. We'll guess that you were taught to refer to these visible bumps as taste buds. This
1s incorrect—the bumps you see are the papillae of the tongue. Your taste buds actually
reside in the pits between the papillae (® FIGURE 3.15). Your taste buds are what transduce
the chemicals 1n the foods you eat into the neural impulses that convey taste information to
your brain. Most people have between 2,000 and 5,000 taste buds on their tongue (1. J. Miller

papillae bumps on the tongue that & Bartoshuk, 1991). Unlike some types of sensory cells, taste buds can regenerate. This is

many people mistake for taste buds important because we damage our taste buds on a regular basis. Have you ever eaten a very
. . N

taste buds  the sense organs for taste hpt slice of pizza and as a result lf)st some of your sense of taste for a few days? You probably

that are found between the papillae on killed many of your taste buds with that molten mozzarella, and you had to wait for them to

the tongue grow back!

We also lose some of our taste buds permanently with age. This may contribute to the

diminished sense of taste that is often seen in older adults (Nordin, Razani, Markison,
OOmEEa @ 0 & Murphy, 2003). It might appear that one way to maintain an elderly person’s appetite 1s a
® Papilla and Taste Buds Taste buds diet that includes many richly flavored foods. However, studies have shown
are the sensory receptors for taste. Con- that this strategy may not always work (Essed, van Staveren, Kok,
trary to popular belief, the bumps on & de Graaf, 2007).
our tongues are not taste buds—they
are papillae. Our taste buds are located
next to the papillae on the tongue.

Taste buds
(enlarged view)

A

Papilla
\

If you burn your taste
buds with a slice of
hot pizza, you will
experience temporary
loss of taste sensation
until the taste buds
grow back.

AP Photo/Dima Gavrysh
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Many researchers believe that, like the cones of the eye, dif-
ferent taste buds seem to be maximally sensitive to one of the
four basic flavors (Shallenberger, 1993). Thus taste perception
on the tongue appears to work very much like color perception
in the retina. If the brain 1s informed that the “sweet taste buds”
are very active, we taste a sweet flavor. If the “sour taste buds”
are most active, we taste something sour. If all flavors are some
combination of sweet, salty, sour, bitter, and perhaps umami,
the presence of four or five types of taste buds 1s sufficient to
explain our taste perception (Chandrashekar, Hoon, Ryba, &
Zuker, 2006). But, is taste perception solely dependent on
these four or five flavors? New research suggests that taste per-
ception can be modified by certain compounds that have no fla-
vor of their own, yet they are able to enhance the flavors of sweet,
salty, and umami. Use of these flavor-enhancing compounds,
called Kokumi taste, 1s much more common in Japanese cook-
ing than 1t 1s in Western cuisine. And, at this time, we do not
understand how Kokumi taste works (Ohsu et al., 2010).

A good deal of our ability to taste certain flavors also
depends on where on the tongue the substance 1s placed. The different types of taste buds ability to taste as we grow older,
are concentrated in certain locations. Over the years, there has been significant disagreement A bland diet may only make this
as to exactly where these areas of sensitivity can be found on the tongue. There is more agree- problem worse.
ment on the sweet and sour tastes. Sweet tastes are best detected at the front of the tongue,
and sour tastes are best detected on the sides (Shallenberger, 1993). Salty tastes are thought
to be detected best near the front of the tongue (Shallenberger, 1993).

You may be surprised to learn that the center of the tongue lacks taste buds. You won'’t
taste flavors that are placed directly in the center of your tongue. In a sense, this region of the
tongue 1s like the blindspot in the eye—no taste sensation can occur here (Matlin & Foley,

1997). Despite this taste blindspot, we still manage to taste the foods we eat because chewing
distributes food across the tongue.

Of course, only after your brain has done its part can you become consciously aware of the
flavor of your food. Next, we will look at the taste pathways in the brain.

© Michael Newman/PhotoEdit, Inc.

Loss of taste buds may reduce our

Taste Pathways in the Brain

Each taste bud 1s connected to a neuron that receives input from the taste bud. These neu-
rons join together to form three nerves. One nerve gathers input from the front of the tongue,
another from the back of the tongue, and a third from the throat. These nerves travel to the
medulla and the pons of the brainstem before conveying the taste information to the thala-
mus (see Figure 2.11, p. 59). Like most sensory information, taste information travels from
the thalamus to the “thinking” part of the brain, the cortex. Most of the taste information
ends up in the somatosensory cortex of the parietal lobe, but some of the information is
diverted to the limbic system before reaching the cortex (see Figure 2.15b, p. 64).

Michael Watson'’s special sense of taste 1s linked to abnormal processing in the left limbic
and left cortical areas of his brain. In Watson’s case, his synesthesia seemed to coincide with a
reduction in the activity of his left cortical areas and an increase in processing in his subcortical
left limbic regions. In essence, when he “tasted shapes,” the “thinking” part of his brain shut
down on the left side.

Given that Michael Watson'’s sense of taste is so unusual, it 1s likely that his food prefer-
ences were affected by his synesthesia. However, even for people with a normal sense of taste,
food preferences can be a very individual thing. The food choices we make may be a product
of our genetics, learning, and even our culture.

Taste Preferences: Would You Eat That?

How would you like to have a bowl of soup made with fresh iguana meat and vegetables?
Sound good? It may surprise you, but to many it would! The spouse of one of the authors is
from El Salvador, where iguana meat is considered a treat enjoyed mostly by the wealthy. In
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© Bios/Peter Arnold, Inc.

To some, this meal would be appetizing; to others, it would be
disgusting. Our cultural background heavily influences the foods
we like.

© Catherine Karnow/Corbis

Whether you like certain foods may depend on your genetic ability to the United States, lguanais Strangely absent from most restau-
rant menus. Around the world, taste preferences for food are
as varied as the cultures in which they are found.

It seems likely that several factors account for the diet of a

taste certain flavors or your cultural background or both.

particular culture. The availability of food sources dictates what
a particular people can eat. Central Americans eat iguana meat today partly because their
ancestors once ate the wild iguanas that roamed there. Every culture must take advantage of
the food sources at its disposal, and hunger can make foods taste better, especially when those
foods provide needed nutrients (Mobini, Chambers, & Yeomans, 2007). Ecological and prac-
tical concerns also affect food choices. The use of camel blood as a food in East Africa makes
sense because camels do not reproduce very quickly. If East Africans slaughtered their camels
for meat, they might quickly deplete their stock. Bleeding the camels and consuming the blood
utilizes the animals as a more sustainable food source (E. A. Stephens, 2000).

Religious values and traditions also shape cultural food preferences. Many of the world’s
religions influence the diet of their followers. For example, Jews and Muslims will not eat
pork, Hindus do not eat beef, and Seventh Day Adventists frown upon the use of chili pepper
and black pepper (Grivettt, 2000).

As with these cultural food preferences, many of our individual food preferences develop
through learning—some of it very early in life. Research shows that the foods a mother eats
can affect the flavor of her breast milk, and exposure to these flavors during breastfeeding
can affect her child’s later taste preferences (Mennella & Beauchamp, 1991). It has also been
shown that being exposed to a variety of flavors in infancy tends to make infants more open
to new and novel foods (Gerrish & Mennella, 2001).

Although the influence of learning on food preferences is strong, evidence also suggests
that biological factors can affect our sense of taste. Prior to menopause, women'’s ability to
taste fluctuates with hormonal levels, and after menopause 1t declines (Prutkin et al., 2000).
There are also some genetic variations in the ability to taste. Some people, called supertasters,
have taste buds that allow them to strongly taste a bitter compound called 6-n-propylthiouracil
(PROP). In contrast, nontasters perceive very little or no bitterness from PROP (Bartoshuk,
2000). Nontasters have been shown to eat a wider variety of foods than supertasters do (Azar,
1998; Pasquet, Obeerti, Ati, & Hladik, 2002). Compared to nontasters, female PROP tasters
tend to eat more fat and less fruit in their diets (Yackinous & Guinard, 2002). Supertasters
may avoid some foods that are rich in cancer-fighting compounds but also have bitter flavors
(such as brussels sprouts).

Our sense of taste 1s not influenced solely by our taste buds, however. Our sense of taste
1s also heavily dependent on our sense of smell (G. M. Shepard, 2006). If you've ever tried to
taste food when you've had a bad cold, you know that your sense of smell makes a significant
contribution to taste and that clogged nasal passages tend to make food taste bland.
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Smell: Aromas, Odors, and a Warning System

Olfaction, our sense of smell, has adaptive value. Smells can alert us to danger. The ability
to smell smoke enables us to detect a fire long before we see flames. The rotten smell of spoiled
food warns us not to eat it. Without such odoriferous warnings, we could easily find ourselves
in harm’s way. Despite the usefulness of olfaction, compared to other animals, humans do not
have a very good sense of smell. Dogs, for example, are much better at detecting odors. Some
have argued that as humans evolved trichromatic color vision, we lost some of our ability to
smell. With the ability to see ripe fruits and blushing mates, we didn’t need to rely on a keen
sense of smell. So, smell diminished as color perception increased (Kleiner, 2004).

Interestingly, recent research links further declines in olfaction with an increased risk of
developing Alzheimer’s disease (Fusari & Molina, 2009) and cognitive impairments (Swan
& Carmelli, 2002), and with already having Alzheimer’s disease (Motomura & Tomota,
2006). Although it’s too soon to know the exact implications of these findings, they under-
score the need for researchers to further understand olfaction. So, just how does olfaction  The inability to smell also limits the
work? ability to taste.

© Bill Losh/Getty Images

Like our sense of taste, our sense of smell is a chemical sense that relies on our ability
to detect the presence of certain chemicals in the air we breathe. Odors come from chemi-
cals that are volatile and evaporate easily. When a volatile chemical evaporates, its molecules
become diffused in the air. When we inhale these molecules into our nose, we may experi-
ence smelling the substance. Our sense of smell is quite sensitive. Recall from our earlier
discussion of sensory thresholds that we can detect the presence of a single drop of perfume
in a three-room apartment (see Table 3.1). When 1t comes to discriminating between odors,
we can detect roughly 500,000 different scents (Cain, 1988), and we can identify by name
about 10,000 different smells (Lancet et al., 1993).

Olfactory Pathways: The Limits of Our Knowledge

Researchers have not been able to determine precisely how our sense of smell works. Of
the senses we have described to this point, smell 1s by far the least understood. What we do
know is that we are able to smell because of a special piece of skin that lines the top of the
nasal cavity (® FIGURE 3.16). This special piece of skin, the olfactory epithelium, probably
contains only a few hundred different types of odor receptors (Lancet et al., 1993). When
we breathe in odor-laden air, the odor molecules reach the receptors in the olfactory epithe-
lium and stimulate these cells. This stimulation accomplishes the transduction of odor into
smell, but just how our brain understands what we smell 1s not well understood at this time
(Matlin & Foley, 1997). One theory, lock-and-key theory, proposes that olfactory receptors
are excited by odor molecules in much the same way that neurotransmitters excite receptor
sites on the postsynaptic neuron (Amoore, 1970, see Chapter 2). According to lock-and-key
theory, specific odor molecules have the power to “unlock” or excite certain olfactory recep-
tors 1n the olfactory epithelium.
Despite the logic of lock-and-key theory, there is reason to doubt that this theory really
explains how we perceive smells. Current research suggests that the idea that one odor (the
key) excites one receptor (the lock), leading to the perception of a specific smell, may be too
simplistic a model to capture the complexity of human olfaction (Triller et al., 2008). Clearly,
we have more to learn about smell.
Yet, we do know that once the cells of the epithelium have transduced odor into neural
impulses, these signals travel across the olfactory nerve to the olfactory bulb of the brain. The
olfactory bulb is located just below the bottom edge of the frontal lobe of the brain (see Figure
3.16). The olfactory bulb processes incoming information before sending it on to other parts
of the brain. Some olfactory information goes directly to the primary smell cortex, in the ~ ©olfaction the sense of smell
temporal lobes of the brain. olfactory epithelium a special piece
Other olfactory information is sent to both the cortex and the limbic system. Recall from of skin at the top of the nasal cavity that
Chapter 2 that the limbic system regulates emotional and motivational activity. The limbic ~ contains the olfactory receptors

system (see Figure 2.13, p. 61) seems to be heavily involved in the processing of olfactory lock-and-key theory proposes that

. . ) olfactory receptors are excited by odor
For example, one of the authors has a strong emotional reaction to smelling grease and gas- molecules in a fashion that is similar to how

oline odors. These smells always remind her of her deceased father, who was an airplane neurotransmitters excite receptor sites

information. This may explain the strong emotional reactions we often have to certain smells.
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Olfactory nerve

® The Anatomy of the Nose Odors
in the form of airborne chemicals are
inhaled into the nasal cavity, where
sensory cells in the olfactory epithelium
transduce them into neural signals.

Tongue

pheromones airborne chemicals that mechanic, and causes her to miss him. Are there particular smells that bring back emotionally

are released from glands and detected by Charged memories for you?
the vomeronasal organs in some animals

and perhaps humans
Pheromones

Some researchers believe that humans have yet another sense somewhat related to smell.
This sense, the vomeronasal, 1s well documented in animals (Doty, 2001). Many animals
communicate with each other via airborne chemicals called pheromones. Pheromones are
produced by glands in the animal’s body and dispersed into the air, where other animals
then inhale them. Such animals are equipped with vomeronasal organs that can detect the
Many mammals use pheromones to presence of inhaled pheromones. Perhaps you have seen a cat inhale deeply through its open
communicate with each other. This cat mouth—a process called flehmen. The cat is passing pheromone-laden air over special organs,
Is passing pheromon?_laden airover called Jacobson’s organs, in the roof of its mouth. These organs can detect the presence of
vomeronasal organs in the roof of its : :
outh. pheromones. The presence of such an organ in humans has been the subject of controversy.
Some researchers have found evidence that some people have vomeronasal organs in their
nasal cavities (Rapiejko, Zielnik-Jurkiewicz, Wojdas, Ratajczak, & Jurkiewicz, 2008). Yet, oth-
ers claim that even if present, vomeronasal organs do not function in adults, and detection
of pheromones may actually occur elsewhere in the olfactory epithelium (Wang, Nudelman,
& Storm, 2007).

The evidence does suggest that pheromones affect certain aspects of human sexual behav-
1or (Tirindells, Dibattista, Pifferi, & Menini, 2009). For example, when a woman is exposed
to pheromones in the underarm secretions of another woman, her menstrual cycle tends to
synchronize with the other woman’s cycle (Larkin, 1998; K. N. Stern & McClintock, 1998).
When women are exposed to a pheromone that is released from men’s hair follicles, they
tend to increase their social interactions with males (E. Miller, 1999). Other pheromones
found in men’s sweat tend to improve a woman’s mood state (Monti-Bloch, Diaz-Sanchez,
Jennings-White, & Berliner, 1998). Current evidence, however, does not support the idea that
pheromone-laden perfumes can make one wildly attractive to the other sex. It's more likely
the case that the vomeronasal sense is just one of the senses involved in sexuality.
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Touch: The Skin Sense

The sense of touch was the other half of Michael Watson’s synesthesia. When he tasted a
food, he felt geometric shapes pressed against certain parts of his body. For most of us, our
senses of touch and taste are not intertwined the way they are for Michael Watson. For us,
touch has little to do with the flavor of a food. So, what role does touch play in our lives?
Touch 1s associated with many of life’s pleasurable experiences. Feeling a friendly pat on the
back can certainly enhance our social interactions. Sexual activity depends heavily on our
ability to feel touch. But our ability to sense with our skin also affects our survival. Through
our skin we feel touch, temperature, and pain. The importance of touch is clearly seen in
cases of people who are born without the ability to feel pain, or who lose that ability as a result
of disease or injury. For such people, repeated, unnoticed injuries can be a serious problem
and may lead to fatal infection (e.g., Melzack & Wall, 1988; Sternbach, 1963).

Our keen sense of touch originates in our skin. Our skin 1s composed of several layers that
contain touch receptors. The inner layer, the dermis, contains most of the touch receptors
(® FIGURE 3.17). Our skin’s outer layer is the epidermis, which consists of several layers of
dead skin cells. The epidermis also contains touch receptors, especially in areas of the skin
that do not have hair, such as the fingertips.

We have different types of receptors for touch, temperature, and pain (Figure 3.17). We
know more about the function of the touch receptors than about the pain and temperature
receptors. Pressure on the skin pushes against the axons of the touch receptors. This causes
a change in the axonal membrane’s permeability to positive 1ons, allowing them to enter the
cell (Loewenstein, 1960; Hu, Chiang, Koch, & Lewin, 2010). As you recall from Chapter 2,
as positive 1ons enter the cell, an action potential becomes more likely to fire. If the touch is
intense enough to allow the receptors to reach threshold, neural impulses will be fired. These
impulses travel to the spinal cord, and then to the brain. In the brain, the signals enter the

thalamus and then go on to the somatosensory cortex of the parietal lobe. Some signals, par- ~ dermis  theinner layer of the skin that
ticularly those indicating the presence of threatening stimuli, go to the limbic system as wellas ~ “O"t@ns MOst of the touch receptors
the somatosensory cortex (Coren, Ward, & Enns, 1999). Once the signals reach the somato- epidermis the outer layer of the skin
sensory cortex, our brain interprets the sensation and directs us to take the appropriate action. that contains some touch receptors

The Body Senses: Experiencing the Physical

Body in the Environment
[FIGURE 317 HE

So far, we have covered what are referred to as the five senses: vision, hearing, taste, ® Anatomy of the Skin and Its
smell, and touch. Do we possess other senses? The answer s yes, but we're not talking about  Receptors Different types of skin
a sixth sense, clairvoyance, or ESP. We are referring to the body senses, the senses that help us receptors pick up different types of
experience our physical bodies in the environment: kinesthesis and the vestibular sense. stimulation.

Epidermis

Merkel’s disks
(touch)

Free nerve
endings
(pain)
Meissner’s

corpuscle
(touch)

Krause's end-bulb
(uncertain function)

Nerve endinfgs
around hair follicle
(movement of hair)

Pacinian corpuscle
(pressure)

© Jose Luis Pelaez Inc/Blend Images/Corbis
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Our vestibular sense keeps us
balanced, and the kinesthetic sense
allows this skateboarder to perform
intricate moves without falling.

Kinesthesis

Kinesthesis refers to our abil-

ity to sense the position of our
body parts in space and in rela-
tion to one another. As you walk,
you are aware of where your arms,
legs, and head are in relation to the
ground. Kinesthetic sense 1s important

to athletes, especially to gymnasts and
high divers. It allows them to know where
their bodies are as they execute their routines
and dives. Our kinesthetic sense uses infor-
mation from the muscles, tendons, skin,
and joints to keep us oriented at all times.
The information from these sources 1s pro-
cessed 1n the somatosensory cortex and the
cerebellum of the brain (see Chapter 2 for a
review of the cerebellum’s role in balance and
motor skills).

kinesthesis the ability to sense the
position of our body parts in relation to
one another and in relation to space

vestibular sense the sense of balance

[FIGURE 313 I

® The Vestibular Organs The ves-
tibular system helps us balance our
body by monitoring the position and
acceleration of our head as we move.
To accomplish this, a gel-like fluid in the
semicircular canals, saccule, and utricle
presses against hair cells much like
those found in the cochlea of the inner
ear. When the hair cells of the vestibular
system are moved, they signal the brain
with information about the orientation

Nick Laham/Getty Images

The Vestibular Sense

Another important body sense 1s our sense of balance, or vestibular
sense. The vestibular system uses input from the semicircular canals and
the vestibular sacs of the inner ear to keep us balanced (® FIGURE 3.18).
These structures are filled with a fluid gel that surrounds hair cells much like
those 1n the cochlea. When your head moves in any direction, the gel inside these
structures moves in the opposite direction. The movement of the gel bends the hair
cells and stimulates them to send neural impulses to the brain, which then uses these
signals to determine the orientation of your head. Our vestibular system allows us to do

of our head in three-dimensional space. such everyday tasks as walking, driving a car, and bending over to pick up a pencil from the

Based on S. lurato (1967). Submicrosco-
pic Structure of the Inner Ear. Perga-
mon Press.

floor. Without our vestibular sense, we would simply topple over.

On the other hand, rapid movements of your head, such as
those you experience on spinning carnival rides, can overstimu-

late the vestibular system. Such movements can cause a violent
wave action in the fluid gel of the vestibular system. When the
gel crashes against the sensory cells, the result can be dizziness
and nausea. People vary with respect to the degree of vestibu-

Vestibular
nerve

Semicircular

Facial Utricle canals lar stimulation that they can comfortably tolerate. For example,
nerve some people are prone to motion sickness while simply riding in
Cochlear cars, whereas others can ride the most extreme amusement park
nerve rides with no 1ll effects.

You now have a working knowledge of how our sensory
Cochloa organs transduce environmental energies into neural impulses.

Our next topic is perception, or how we make sense of all of this
sensory information.

Saccule
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Let’'s
REVIEW n this section, we explained the chemical senses, taste and smell; touch; and
the body senses, kinesthesis and the vestibular sense. For a quick check of your understanding,
try answering the following questions at increasing levels of difficulty.

1. Which of the following is not thought to be a taste for which your tongue has receptors?

a. salty c. hot
b. sour d. bitter

2. Which of the following senses is most closely related to your sense of hearing?

a. taste c. smell
b. touch d. vestibular sense

3. Manuel has a horrible head cold. Which of his senses is least likely to be affected by the cold?

a. taste c. smell
b. touch d. vestibular sense

( 9 €'P T L SHIMSNY )

LEARNING
- OBJECTIVES
PercepTion: How Do WE MAKE SENSE oF IT ALL? R

At the beginning of this chapter, we defined perception as the interpretation of sensory infor- ® Describe top-down and bottom-
up perceptual processing and

explain the differences between
them.

mation. That’s it in a nutshell. When you look at your friend’s face, light bounces off his or
her face. This light strikes your retina and the rods and cones transduce the light into neural

impulses. Sensation is complete. But now your brain must interpret the meaning of the neu- O e e evEnien el el
ral impulses so you will recognize your friend’s face. The fact that you believe that you are constancy theories and how we
seeing your friend’s face and not, say, a dog or a cat, 1s the result of perceptual processes in perceive depth.

your brain.

Likewise, for Michael Watson, once his tongue had transduced the flavor of the chicken
dish, his brain interpreted, or perceived, that taste to be “pointed.” Certainly most of us could
have tasted the same chicken dish and had a different perception. We might have said that
the dish was salty or spicy, but we wouldn’t have perceived it as “pointy.” Psychologists do
have some understanding of how perception occurs for most of us, even if they don’t com-
pletely understand Michael Watson's taste-related perceptions. In the coming sections, we
will examine some of the theories psychologists have about the ways we perceive.

Using What We Know: Top-Down Perceptual Processing

Top-down perceptual processing occurs when we use previously gained knowledge to
help us interpret a stimulus. For instance, let’s go back to the example of perceiving your
friend’s face. When you see a face that you recognize as a friend’s, what leads you to this rec-
ognition? Your memory helps you understand the “meaning” of the face you see. You know
that faces usually contain two eyes, a nose, a mouth, and so on. Furthermore, you know how
your friend’s particular eyes, nose, and other features look. This stored knowledge allows you
to quickly perceive the face of a friend. Given the usefulness of top-down perceptual process-

© Novastock/Index Stock Imagery, Inc.

ing, 1t’s not surprising that we begin using our knowledge to help us perceive the world within
the first year of life (Gliga, Volein, & Csibra, 2010).

Top-down perceptual processing can also fill in parts of the stimulus that are missing from
our actual sensation of it. For example, look at ® FIGURE 3.19. You cannot see the left leg or the
feet of this man, but you probably assume that they are there. Your knowledge of the human
body tells you that the odds are slim that he 1s actually missing the leg and feet you cannot
see. Consequently, in perceiving this picture, you implicitly assume that the “missing” leg

Errors in top-down perceptual
processing can lead to faulty
eyewitness testimony. Even though
this suspect’s face can't be seen, an
eyewitness may make automatic

. . . . o judgments about this person’s
and feet do, 1n fact, exist. This effect is so strong that later when you recall this picture, you appearance based on his or her

might even remember having seen his leg and his feet—complete with tennis shoes on them! expectations of what a criminal is like.
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® Top-Down Perceptual Processing When you perceive the image in this photograph, your knowl-
edge of the human body leads you to have certain expectations about the person in the picture.
Because of top-down perceptual processing, you do not perceive that the man is missing his leg

or his feet.

Unfortunately, this “flling-in” of missing details can sometimes lead to mistakes in percep-
tion. This can be a real problem in eyewitness accounts of crimes. One study showed that
75% of a sample of falsely convicted people were mistakenly 1dentified as the criminal by an
eyewitness (Wells & Olson, 2003). So, why are eyewitnesses so frequently inaccurate?

Sometimes your expectations about the world can bias your perception. Recent evidence
even suggests that your perception of color is affected by your expectations. You see a banana as
yellow, in part because you expect it to be yellow (Hansen, Olkkonen, Walter, & Gegenturtner,
2006). So, imagine how perception can be distorted in social situations, given all the notions
we each have about how people tend to behave in the world. For example, let’s say that you
are having lunch at a sidewalk café. Suddenly, your lunch 1s disrupted by a commotion at the
bank across the street. You look up just in time to see someone run out of the bank. The person
1s dressed head-to-toe in black, wearing a black ski mask, and carrying a gun. The person is
about 5'10” and about 150 Ibs., but you have only a few-second glimpse before the figure pushes
through the crowd and runs down the street. As you read this description, did you have a mental
picture of this scene? If so, what assumptions did you automatically make? Did you assume that
the bank robber was male? If you are like most people, you probably did. Furthermore, if you
actually witnessed this event, you are likely to have told the police to look for a 5'10" male when,
in reality, the robber could have been a female. After all, you never saw the robber’s face.

Building a Perception “From Scratch”:
Bottom-Up Perceptual Processing

PM Images/Getty Images

So, what do we do when we have very little or no stored knowledge to help us perceive a
stimulus? We use a different perceptual process, one that does not rely on stored knowledge

top-down perceptual processing
perception that is guided by prior ) ; . ' - :
knowledge or expectations ties of the stimulus itself to build our perception of that stimulus.

or expectations of the stimulus. In bottom-up perceptual processing, we use the proper-

bottom-up perceptual processing
perception that is not guided by prior
knowledge or expectations DENIONSTRATION

Look at ® FIGURE 3.20. What do you see? With few clues about what
this stimulus is, you cannot easily use your knowledge to help you
perceive it. The stimulus is too ambiguous. Without top-down pro-
cessing, you are forced to use bottom-up processes to perceive
the stimulus. You build your perception of the picture by piecing
together your perceptions of the many different components that
make up this stimulus. You perceive the lines, curves, dots, shaded
areas, and shapes. You then try to fit these components together
to figure out what the drawing means. Most people find it very dif-
ficult to figure out what Figure 3.20 is using only bottom-up percep-
tual processes!

If you are ready to give up and try top-down percep-

m tual processing, look at ® FIGURE 3.21 (p. 118). Now turn

® Top-Down Versus Bottom-Up Processing What is this picture? With back to Figure 3.20. You will likely find that you can now

A

no expectations to guide your perception, you are forced to rely mainly on readily perceive the image in Figure 3.20. You now have
bottom-up processes. Because the picture is ambiguous, bottom-up processes knowledge of what to look for, so perception becomes
do not lead to a quick recognition of the stimulus. Now turn to Figure 3.21 much easier. Your knowledge of what the picture is guides
(p. 118), which will enable you to engage your top-down perceptual processes. the way you piece together the components of the stimu-
After looking at Figure 3.21, you should be able to quickly recognize the figure lus. When you switch to top-down processing, the picture
in this picture because you now have expectations to guide your perception. becomes almost obvious.
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In the course of a typical day, we probably use both top-down and bottom-up perceptual
processes continually. We use bottom-up processes to piece together perceptions of ambig-
uous stimuli and top-down processes to tell us what we can expect to perceive in certain
situations. Perception can be complicated in a three-dimensional world that is full of shapes
and forms. To make perception even more complicated, our bodies do not remain station-
ary during perception. We move. The objects we perceive sometimes move. As a result, the
information our senses receive from our world is highly variable. Our perceptual processes
must be able to deal with these dynamic conditions. So, how do we organize and make sense
of our perceptions?

Understanding What We Perceive:
Interpreting Size, Shape, and Brightness

When you see a tiny person, how do you know that he or she is actually far away? How do we
develop an understanding of what the sensory data mean? One of the problems encountered
in interpreting sensory data is that of perceptual constancy. When you look at a visual stimu-
lus, the image it projects on your retina is highly influenced by the perspective from which
you view the object. Yet your perception of the object is not as dependent on perspective as
your sensation 1s. For example, if you view a friend from a distance of 3 feet, an image of a
certain size 1s projected onto your retina. If you move away and view the same friend from
a distance of 6 feet, a smaller image of your friend is projected on your retina. Your sensation
has changed (due to the smaller image projected on the retina), but you will not perceive that
your friend has shrunk. If the image projected on your retina shrinks, why don’t you perceive
that your friend is also shrinking? Your brain appears to step in to correct your perception,
to give you a constant perception of the objects that you see in the world. There 1s evidence
that our brains correct not only for size constancy, but also for shape constancy, brightness
constancy, and color constancy (® FIGURE 3.22).

Depth Perception: Sensing Our 3-D World With 2-D Eyes

Another perceptual challenge 1s depth perception. The world we view 1s three-dimensional,
but the image it projects onto our retina is two-dimensional, like a photograph. Somehow,

(@ (b) () (d)

® Perceptual Constancies

(a) The shape of the image this door projects onto the retina changes dramatically as the orientation of the door changes. Yet we still
perceive that the door is rectangular because of shape constancy.

(b) Even though the size of the image this person projects onto the retina shrinks as he walks away, because of size constancy we do

Matthias Clamer/Getty Images

not perceive that he is shrinking.

(c) The coal may reflect more light in the sun than the paper does in the shade, yet we still perceive that the paper is brighter than the
coal because of brightness constancy.

(d) Even though this apple is in the shade, we still perceive it as being red because of color constancy.
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our brains must be able to determine depth from the information our eyes receive from the
outside world. What makes this possible?

Binocular Depth Perception

One way that we perceive depth 1s through binocular depth cues. The term binocular means
“two-eyed.” Binocular depth cues rely on information from both eyes——specifically, infor-
mation based on retinal disparity. Retinal disparity refers to the fact that each of our eyes
sees a slightly different view of the world, because our eyes are set a few centimeters apart.

DENMIONSTRATION
® Solution to the Problem in Figure To check this disparity, try this demonstration. Look across the room and carefully note how
3.20 After looking at this picture, can your view changes as you close first your right eye and then your left. Notice that the view
you easily find the cow in Figure 3.20? changes most for objects that are close to you, and less for objects that are distant. In short,

the amount of retinal disparity we experience is a function of the distance from which we
view an object (® FIGURE 3.23). Our brain uses the amount of retinal disparity we experience
to calculate how far the object is from us, enabling us to perceive depth in the world.

Monocular Depth Cues

Binocular disparity is an important depth cue, but it 1s not the only way we perceive depth.
If it were, we would be in serious trouble if we lost the use of one of our eyes. We also would
not be able to perceive depth in paintings or photographs. Luckily, we have another means of
depth perception that requires the use of only one eye: monocular depth cues.

Many of you may have learned about monocular depth cues when you began drawing
and painting as a child. Because a canvas has no depth, all parts of the painting are the same
distance from the viewer’s eyes, and retinal disparity does not help us perceive depth. Inter-
estingly, seeing the world without binocular depth cues may help some artists to draw and
paint better. An analysis of the famous Dutch painter Rembrandt’s self-portraits suggests

binocular depth cues depth cues
that utilize information from both eyes

retinal disparity a binocular depth
cue that uses the difference in the images
projected on the right and left retinas to
inform the brain about the distance of a
stimulus

monocular depth cues depth cues
that require information from only one eye

Gestalt approach a psychological
school of thought originating in Germany
that proposed that the whole of a
perception must be understood rather
than trying to deconstruct perception
into its parts

© David Young-Wolff/PhotoEdit

figure-ground a Gestalt principle

of perception that states that when we
perceive a stimulus, we visually pull the
figure part of the stimulus forward while
visually pushing backward the background,
or ground, part of the stimulus

® Binocular Depth Cues The brain uses retinal disparity, or the degree to

that states that when we look at a stimulus, which the images projected on the right and left retinas differ from each

we have a tendency to see it as a closed o other, to calculate how far away an object is. The farther away the object,
the smaller the degree of retinal disparity.

closure a Gestalt principle of perception "

shape, rather than lines
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that he had a misalignment of his eyes that would have dra-  [LNCEEEN
matically impaired his binocular depth cues. Being forced =~ ® Monocular Depth Cues
to percetve the world with only monocular depth cues may

have enhanced his ability to render realistic images on a
two-dimensional canvas (Dingfelder, 2010). ® TABLE 3.3 Interposition  More distant objects are par-
describes some of the most useful monocular depth cues tially hidden by closer objects.
that allow artists to paint realistic scenes and also help us
perceive depth in the world.

Perceptual constancy and depth perception are both
important components of our perceptual processing. But
how do we perceive the cylindrical shape of a soda can or  Heightonthe  More distant objects are
the rectangular shape of a shoe box? To understand this

horizon placed higher on the horizon

level of perceptual processing, we will examine theories of i e s

form perception.

Perceiving Form:
The Gestalt Approach

Relative size More distant objects are seen

as smaller than closer objects

One influential approach to understanding form percep- of the same size.

tion 1s the Gestalt approach (see Chapter 1). According

to the Gestalt approach, the whole of a perception is greater

than the sum of its parts. In fact, the word Gestalt 1s Ger-

man for “whole form.” According to the Gestaltists, when  Texture More distant objects have less
you look at your friend’s face, the resulting perception is  gradient e 6r daEl dhen desar

not merely a sum of the angles, curves, shapes, and lines objects.
that make up the face; rather, you perceive the stimulus as a
whole. In this case, you perceive a face because your mind
has implicitly grouped all of the stimuli that make up that
face into a coherent whole.

One of the major contributions of Gestalt theory is a
series of perceptual laws that attempt to explain how our
minds automatically organize perceptual stimuli together
to produce the perception of a whole form (Wertheimer,
1923). One of the most important Gestalt concepts of per-
ceptual organization is figure-ground. When you look at
your world, you see a multitude of objects or figures that
seem to stand away from the background. For instance,
imagine you are in psychology class and your professor is
standing at the whiteboard. You perceive that your profes-
sor 1s 1n front of the board, and the board is seen as the
background. As you look at her, you visually pull her form,
or figure, to the foreground and push the image of the white- ~ Motion More distant objects appear to
board to the background, or ground. parallax move more slowly than closer

® ['IGURE 3.24 shows figure-ground in action. You should objects as we pass by them.
have different perceptions of this picture, depending on
what you visually pull forward as the figure and what you
push back to the ground. What do you see when you look
at it?

Another Gestalt principle is closure. When we perceive a stimulus such as the one in _ o

. . . . proximity a Gestalt principle of
O.FIGURE 3.25, we tend to mentglly fll n, or close, the object. The §t1mu1us is not a complete perception that states that we tend to
triangle, but nearly everyone will perceive it as complete. According to the principle of clo-  gup close objects together during
sure, we have a preference for viewing solid shapes as opposed to lines. perception

The Gestalt principles of proximity and similarity help explain how we group objects

© Corbis

Aerial More distant objects are
perspective hazier and blurrier than closer |

objects.

Linear Converging lines indicate

perspective distance or depth.

similarity a Gestalt principle of

. . . D . perception that states that we tend
proximal, and also stimuli that are similar. What do you see first when you look at the pic- 15 group like objects together during

tures in ® FIGURE 3.267 Do you see 60 different objects in each of these pictures? In Figure ~ perception

together. These rules state that we group together stimuli that are close to each other, or
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® Closure According to the Gestaltists, we
tend to mentally fill in, or close, solid forms
during perception.
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(a) Grouping based on proximity (b) Grouping based on similarity

® The Gestalt Rules of Similarity and Proximity

3.26a, because of proximity, you probably perceive a group of four squares. In Figure 3.26b,
because of similarity, you probably perceive alternating pairs of rows of clubs and dia-
monds. As you read this page, you are continually using proximity to discriminate between
: the words that make up the sentences. Without proximity, you would see a mass of letters,
of perception that states that we have a but 1d not k h dend d her beoi
preference for perceiving stimuli that seem ut you would no nOW W ere one Wor' ends an . another eg%ns. . L
to follow one another as being part of a The final Gestalt principle that we will look at 1s good continuation. The principle of
continuing pattern good continuation states that we prefer to perceive stimuli that seem to follow one another

good continuation a Gestalt principle
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© Corbis

(a) (b)

® Two Instances of Good Continuation Good continuation ensures that we perceive continuous patterns in the world.
This perceptual principle is vital to the survival of the animal in (b).

as being part of a continuing pattern. For example, look at ® FIGURE 3.27a. How would you
describe this stimulus? Many describe it as looking like the top of a castle wall. When we look
at this stimulus, we tend to see the overall pattern as opposed to seeing myriad dashes on a
piece of paper. Camouflage works on the principle of good continuation. Can you see the
hidden animal in Figure 3.27b? This animal’s very survival depends on its predator’s use of
good continuation!

Perceiving Form: Feature Detection Theory

Feature detection theory states that we have cells in our visual cortex that fire only in
response to certain stimuli. Researchers studied this theory in animals, using electrodes to
measure the activity of single neurons in the visual cortex. With an electrode in place, the
researchers presented the animal with a certain visual stimulus, such as a bar of light, then
checked to see whether the neuron fired. Through a process of elimination, the researchers
determined what particular stimulus was needed to cause the specific neuron to fire (Hubel
& Weisel, 1965).

Using this approach, researchers found that some cells of the cortex respond to particular
combinations of lightness and darkness, lines of differing thickness, location, and orientation
(Hubel & Wiesel, 1979). The neurons that fire only when certain visual stimuli are presented
may work as feature detectors. Presumably, the human brain also has feature detectors, and
by noticing which of our feature-detecting neurons are firing, our brain determines the form
of the stimulus we are viewing. The square in ® FIGURE 3.28 is made up of two horizontal
lines of identical length and two vertical lines of 1dentical length. If each of these four lines is
detected by a different set of feature-detecting neurons, two detectors for vertical lines and
two detectors for horizontal lines, then our brain can deduce that we are looking at a rectangle.

Feature detection research holds much promise, but it 1s difficult to conduct (Hubel,
1990). Each neuron of the visual system has to be tested to determine what feature it detects.
Mapping the entire visual system of feature detectors 1s likely to take a long time.

feature detection theory a theory of
perception that proposes the existence of
feature detectors or cortical cells that only

m fire when we see certain visual stimuli such

® An Example of Feature Detection Feature-detecting neurons fire for each of these four lines. as shapes, colors of light, or movements
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Let's

REVIEW n this section, we described perception and perceptual organization, includ-
ing top-down and bottom-up perception; ways that our brain corrects our perception to give
us perceptual constancy; how our brain uses monocular and binocular depth cues to per-
ceive depth; and two theories of form perception. For a quick check of your understanding, try
answering the following questions at increasing levels of difficulty.

Which of the following is a binocular depth cue?

a. motion parallax c. retinal disparity

b. interposition d. textural gradient

Cultural influences would be most likely to affect which of the following perceptual processes?
a. bottom-up perceptual processing c. Gestalt perceptual processing

b. top-down perceptual processing d. feature detection processing

A brain tumor in your occipital lobe might result in distorted visual perception. This result is
most consistent with which theory of perception?

a. feature detection theory c. top-down perceptual processing theory
b. Gestalt theory of perceptual organization  d. bottom-up perceptual processing theory

(ecrazoLsuImsNY )

| _____LEARNING |
| ___OBJECTIVES |
What Should You Know?
® Describe some of the common
perceptual illusions we
experience and explain their
causes.
® Explain how culture affects
perception.

Because of top-down processing, it
would take a long time to accurately
perceive this laptop computer in the
road. We simply don't expect to see
laptop computers in the middle of the
highway; therefore, our perception is

slowed down.

How AccuraAaTE ARE Our PERCEPTIONS?

One of our students once had a frightening experience in which he musinterpreted a visual
stimulus. He was driving in the mountains of northern Georgia when he passed a bear on a
distant hillside. The bear was standing on its hind legs, towering over the 20-foot-tall pine trees
that surrounded it. But the student knew that this was very unlikely, so he turned his car around
and went back for another look. On closer inspection of the scene, he saw that all of the pine
trees on the mountainside were newly planted saplings, about 3 feet high. The bear that tow-
ered over them was only an average-sized Georgia black bear! Our student was able to go back
and correct his perception, but this is not always the case. We may never discover that we have
misperceived a situation. Why do we sometimes misperceive our world?

Errors Due to Top-Dowh Processing:
Seeing What We Expect to See

Why do you think the student misperceived the size of the black bear? The key
to his misperception of the bear was in his misperception of the size of the pine
trees. When driving through the mountains, most Georgians do not expect to see
hillsides of baby trees. It's more typical to see mountainsides covered with mature
pine trees that can be well over 20 feet tall. Because this is the normal expectation,
the student used top-down processing and simply took for granted that the trees
were a mature height. It wasn’t until he saw the pine trees up close that he realized
that his top-down processing had failed him. Because he misperceived the trees, he
also misperceived the height of the bear.

Errors Due to Perceptual Constancy:
Tricks of the Brain

Errors that are caused by top-down processing relate to the knowledge and the
expectations we have of our world. Misperceptions occur for other reasons, too.
Sometimes we misperceive things when our brain’s attempts to give us perceptual
constancy go awry.

ThinkStock/Getty Images
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The Moon lllusion

Have you ever noticed how the moon appears to be much larger as it rises over the horizon
than when it 1s directly overhead? Many people think it is because the earth is closer to the
moon when 1t 1s at the horizon but this is not true. The answer lies in our brain’s attempt to
correct for what 1t thinks is a mistake in perception. The moon projects the same size image
on our retina when it is on the horizon as it does when it 1s directly overhead. But when the
moon 1s on the horizon, our brain is tricked into thinking that the moon 1s actually farther

away than it 1s when it’s overhead. When we view the moon on the horizon, many interposi-

tion cues, such as trees and buildings that stand between the moon and us, indicate distance

to our brain. But when we view the moon directly overhead, there are no interposition cues to

indicate distance. Consequently, our brain thinks the moon is farther away when 1t 1s on the

horizon, even though the image it projects on the retina is the same size as the one projected

by the “closer” moon directly overhead. The logic involved 1s this: if the moon 1s farther

away on the horizon, but it still projects the same size image on the retina as the moon over-

head, then the moon on the horizon must be bigger than the moon overhead. The brain tries

to fix the inconsistency by inflating our perception of the size of the moon on the horizon ~ The moon illusion occurs because our
(Kaufman & Rock, 1989). brain distorts our perception.

© Jeremy Woodhouse/Masterfile
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DENMONSTRATION

Undoing the Moon lllusion Just in case you need convincing, try this demonstration.
You can stop your brain from trying to maintain consistency. Next time a full moon is rising,
allow yourself to experience the illusion that the moon on the horizon is huge. Then turn
so that you are facing away from the moon on the horizon. Bend over and spread your legs
so that you can view the moon upside down between your legs. When you view the moon
this way, it will look as small as it does when you view it overhead. When your head is upside
down, your brain doesn’t use its normal processes to correct for perceptual inconsistency,
so the illusion disappears. When you stand up, turn around, and view the moon on the hori-
zon from a normal position, it will again look larger.

The Ponzo lllusion The Ponzo lllusion

] This same logic underlies the Ponzo illusion. Lines of equal length that lie across converg-
ing lines appear to be unequal in length (® FIGURE 3.29). In the Ponzo illusion, linear per-

A spective and height on the horizon cues tell the brain that the top line is farther away than
the bottom one. Yet, both lines project the same size image on the retina. In an attempt
B to maintain size constancy, the brain inflates our perception of the top line’s length, thus

causing the illusion that the top line looks longer than the bottom line. This illusion occurs
even though we do not consciously perceive that the line on top 1s farther away (Gillam,
1980).

The Miieller-Lyer lllusion

L Size constancy probably also plays a role in the Mueller-Lyer illusion (® FIGURE 3.30; Wei-
® The Ponzo lllusion Line segments A and dner & Fink. 2007). Tn this illusi . fthe | b of th ol I
B are both the same length, but we perceive ner ik, 2007). nt. 1S 1 u510n,'our'percept10no the en'gt of t evertlca.t ne seg-
that A is longer than B. ments changes, depending on the direction of the arrows at either end of the line. When
the arrows extend away, the line looks longer.

Although researchers are not quite sure why the Mueller-Lyer illusion occurs, it is
thought that the arrows serve as depth cues, much as we might find in the concave and con-
vex angles of a building. If you look at Figure 3.30c, you can see that this type of corner
produces a surface that is closer to the viewer than the recessed corner in Figure 3.30d. These
depth cues may set off a process of compensation for size consistency that is very similar to
those found in the moon illusion and the Ponzo illusion.

>/
B .

\
|

@ (b) (©) (d)

® The Miieller-Lyer lllusion In the Mueller-Lyer illusion, the line in (a) is perceived as being shorter than
the line in (b), even though they are of equal length. The Mueller-Lyer illusion is often seen in rectangular,
“carpentered” buildings. The vertical line in the outside corner (c) looks shorter than the vertical line in the
inside corner (d)—yet they are the same length. Architects use the Mueller-Lyer illusion to create certain
perceptions of their buildings.
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Cultural Factors in Perception

As we've discussed, your beliefs and expectations of the world can influence your top-down
perceptual processing. Given that culture and environment influence many of our beliefs and
expectations (remember our student and the Georgla bear?), it isn’t surprising that cultural
differences in perception have been demonstrated. For example, when viewing scenes, West-
erners tend to focus on the details of objects (such as the people and objects), suggesting an
analytic style of perception. In contrast, East Asians tend to spend more time focusing on the
contextual relationships (such as how the people and objects are related to one another) in
the scene, suggesting a more holistic style of perception (Goh & Park, 2009).

The Mueller-Lyer illusion provides another example of the influence of culture on per-
ception. People who live in “carpentered” environments, where many of the buildings are
wood-framed rectangular structures, have much experience with the architectural angles
that produce the Miieller-Lyer illusion. Is it possible that these people also experience the
Miieller-Lyer illusion to a greater degree than those who've lived their lives in “noncarpen-
tered” worlds (where rectangular structures are rare)? This seems to be the case. The Bashi
people of Africa traditionally live in round dwellings. When compared to Europeans, the
Bashi are often found to be less susceptible to the Mueller-Lyer illusion (Bonte, 1962). A
similar effect has been found among American Navajos. When traditional Navajos who live
in round homes called hogans were compared to Navajos who grew up in rectangular build-
ings, they were found to be less likely to experience the Mueller-Lyer illusion (D. M. Peder-
sen & Wheeler, 1983). These studies suggest that our perceptions are influenced by elements
in our culture that prepare us to see the world in a particular manner.

People who grow up in noncarpentered
environments, where structures tend to
be like this round hogan, are less likely to
experience the Mueller-Lyer illusion.

Rob Crandall/The Image Works
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Let’'s
REVIEW nthis section, we dealt with errors in perception and several common percep-
tual illusions. For a quick check of your understanding, try answering the following questions
at increasing levels of difficulty.

1. Inthe illusion, parallel lines appear to converge as they recede into the distance.

a. Ponzo
b. Mueller-Lyer

c. moon
d. all of the above

2. The Ponzo illusion most likely occurs due to which perceptual process?

a. monocular depth cues c. top-down processing

b. binocular depth cues d. subliminal perception

3. Afriend asks you to explain how culture affects perception. From what you have learned in this
chapter, you should tell him that culture can affect

top-down perception
bottom-up perception

o0 oo

none of the above

=5 i L 1L 8 NI s
CEHRPTER,

feature detection -down and bottom-up perception

C e glezie’l SYIMSNY )

attention (85)

sensation (85)

transduction (85)

perception (85)

psychophysics (87)

absolute threshold (87)

signal detection (88)

Just noticeable difference
(ind) (89)

Weber’s law (89)

subliminal (89)

wavelength (91)

amplitude (91)

visible spectrum (91)

hue (91)

brightness (91)

saturation (91)

pupil (92)

lens (92)
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retina (93)
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dark adaptation (95)
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color blindness (97)
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LEARNING CHALLENGE

STUDYING THE CHAPTER

TEST

Now that you have studied the chapter, assess your comprehen-
sion of the material by answering the following questions. Then
use the key at the end to determine if your understanding 1s at the
basic, intermediate, or advanced level. For a more comprehensive
assessment of your learning, please see your student study guide
and your Psychology CourseMate (www.cengagebrain.com).

1.

1s the focusing of your awareness on stimuli
nside your mind or in the outside world.

a. Perception

b. Sensation

c. Attention

d. Transduction

Sensation is the
neural impulses.

of environmental energy into

a. transduction

b. perception

c. signal detection
d. sublimation

In signal detection theory, being correct is to
as being wrong 1s to

a. false alarm; hit

b. hit; false alarm

c. false alarm; correct rejection
d. correct rejection; hit

Taste 1s most closely associated with which other sense?

a. vision

b. hearing

c. smell

d. touch

Typical color blindness is best explained by the
theory.

a. opponent process

b. duplicity

c. trichromatic

d. place

Being blindfolded for an hour would be most likely

to reduce the time it would take you to undergo

a. top-down perceptual processing
b. light adaptation
c. dark adaptation
d. retinal disparity

The theory that best explains olfaction 1s the

theory.
a. opponent process
b. place
c. duplicity
d.

lock-and-key

8.

10.

11.

12.

13.

14.

YOURSELF!

Sally 1s sewing, and she drops her
needle on the highly patterned rug
in her sewing room. After search-
ing for 5 minutes, Sally is unable
to find the lost needle. Which of
the following best describes why Sally 1s having trouble
finding the needle?

a. perceptual constancy
b. proximity

c. similarity

d.

good continuation

Wilbur has a bad ear and sinus infection. Which of Wil-
bur’s senses would be least likely to be affected?

hearing
vestibular sense
kinesthetic sense
olfaction

po o

are cells in the visual cortex that fire only
when certain stimuli are seen.

a. Epithelial cells

b. Feature detectors
c. Papillae

d. Hair cells

The vomeronasal sense is most closely associated with
which other sense?

a. vision

b. taste

c. olfaction

d. vestibular sense

Tasting which of the following flavors would most likely
cause more than one type of taste bud to begin firing
neural signals?

the fishy flavor of sushi

the saltiness of pretzels

the bitterness of cranberries
the brothy flavor of a soup

oo oe

Gilda is deaf. Gilda’s deafness is possibly the result of

damage to her

a. hair cells

b. cochlea

c. basilar membrane
d. all of the above

Which of the following theories of sensation and percep-
tion 1s most analogous to a choir singing a three-part
harmony?

a. place theory

b. volley theory

c. opponent process theory
d. the Gestalt approach
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15. The outermost layer of our skin is the . Learning Challenge Score
a. epide;mis (27-30) Congratulations! You scored at the advanced level. You
b. dermls are well on your way to mastering the material. Take the next
C ba51.1ar membrane step by answering the questions in your Student Study Guide
d. papillae or your Psychology CourseMate (www.cengagebrain.com).

(21-26) You are almost there! You scored at the intermediate
level. Review the material you missed before moving on to
answer the questions in your Student Study Guide or your Psy-
chology CourseMate (www.cengagebrain.com).

(20 and below) You are on your way, but you're not there yet!
You scored at the beginner level. It appears that you need to
carefully review the chapter to improve your mastery of the

Scoring Key

Below are the answers and the associated point values for each
of the Learning Challenge questions. Circle the associated
points for each question that you answered correctly. To obtain
your Learning Challenge Score, add up the points you circled
and write the total in the blank.

1.C, 1pt 6.C, 3pts 11.C, 2 pts material.
2.A 1pt 7.D,1pt 12. A, 3pts

3.8, 2 pts 8.D, 3 pts 13. D, 3 pts

4a.GC, 2pts 9.C, 3pts 14. B, 2 pts

5.G, 2 pts 10.B, 1 pt A5.A, 1 pt

USE IT OR LOSE IT: APPLYING PSYCHOLOGY

4. Your younger sister listens to music at a very loud level 4. You have been charged with determining the additional
on her 1Pod nearly every day. What would you tell her to amount of sugar one would have to add to a cup of coffee
convince her to turn down the volume? that already contained 2 teaspoons of sugar to produce a

jnd. How would you go about determining this?
2. Because you are studying sensation in psychology, your
uncle asks you to explain why he cannot distinguish red 5. Find a picture of Vincent Van Gogh’s painting Starry
objects from green objects. What would you tell him? Night. What monocular depth cues are used in this paint-
ing? Provide specific examples of your choices.
5. Assume you work on the staff of a nursing home. Most
of your clients are people in their 80s and 90s. How can 6. Can you identify specific examples of how your cultural
you use your knowledge of sensation and perception to background has affected your perception?
do your job better? In other words, what changes can
you expect to see 1n your clients’ sensory and perceptual
abilities, and how can you accommodate those changes?

CRITICAL THINKING FOR INTEGRATION

1. Explain how top-down perceptual processing may affect 3. How might strongly held beliefs, such as racial preju-
the testimony of a person who has witnessed an armed dices, affect perception?

robbery.

) ) o o ) 4. Design a research study to test the hypothesis that males
2. If Ali has a brain tumor in his occipital lobe, how might and females have different food preferences.

this affect his sensory and perceptual processes?
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CHAPTER STUDY RESOURCES

STUDYING THE CHAPTER 129

Student Study Guide

To help organize your learning, work through Chapter 3 of the
What Is Psychology? Student Study Guide. The study guide
includes learning objectives, a chapter summary, fill-in review,
key terms, a practice test, and activities.

CENGAGENOW"
CengageNOW -

Go to www.cengage.com/login to link to CengageNOW,
your online study tool. First take the Pre-Test for this chapter to
get your personalized study plan, which will identify topics you
need to review and direct you to online resources. Then take the
Post-Test to determine what concepts you have mastered and
what you still need work on.

CourseMate @
Access an interactive eBook, chapter-specific interactive learn-
ing tools, including flashcards, quizzes, videos, and more in
your Psychology CourseMate, available at CengageBrain.com.

Aplia aplia
Aplia™ 1s an online interactive learning solution that helps
you improve comprehension—and your grade—by integrat-
ing a varlety of tools such as video, tutorials, practice tests, and
interactive eBook. Founded by a professor to enhance his own
courses, Aplia provides automatically graded assignments with
detailed, immediate explanations on every question, and inno-
vative teaching materials. More than 1,000,000 students like
you have used Aplia at over 1,800 institutions. Aplia should
be purchased only when assigned by your instructor as part of
your course.

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.


http://www.cengage.com/login

Michael Watson's synesthesia gave us a memorable
glimpse of atypical sensory processing. In large measure,
our sense of reality is determined by how we sense and
perceive the world around us. Sensation is the means
by which information from the outside world enters our
mind. Then perception occurs as we interpret and make
sense of this information. Without these processes, we

would be cut off from the outside world.

MEASURING SENSATION AND PERCEPTION:
HOW SENSITIVE ARE OUR SENSES?

Psychophysics is the branch of psychology that studies how we process sensory stimuli.

Psychophysicists conduct experiments to determine the absolute threshold and just noticeable Ig
difference of each of the five senses. 259
Weber’s law is the relationship between the original intensity of a stimulus and the amount g § Eg
of change that is required to produce a jnd. © o~

o i HOW DO WE SEE THE WORLD?
When sensory stimuli are too weak in

intensity to reach absolute threshold, the ® Light is electromagnetic energy, measured primarily by wavelength and
stimuli are said to be subliminal. amplitude.

Wavelength = Hue; Amplitude = Brightness

® The visible spectrum of light is the narrow band we are able to see. Some

animals are able to see a much broader spectrum.

Notice the extremely narrow band of the electromagnetic
t that is visible to the h . . .
spectrum that is visible to the human eye. [IGHISA light

Invisible long waves Invisible shortwaves
A A

N\ ~
AC Ultra-

S Radio v Microwaves Infrared violet X-rays Gamma  Cosmic
circuits rays rays rays

AmpIItUde me

R(_J
Wavelength

l
750 700 600 500 400
Red Yellow Green Blue-violet
Wavelengths in nanometers (billionths of a meter)

® |n the retina of the eye, special-
ized cells known as rods and cones

Fovea. Point of highest
visual acuity; cones con-
centrated here.

convert light into neural impulses,
which eventually travel to the brain

via the optic nerve.

Retina. Thin membrane
lining back of eyeball;

® The trichromatic theory of color
contains rods and cones.

vision and the opponent-process
theory are both used to explain

Optic nerve
how we process color.

® Color blindness is the inability to Optic disk. Point where
. . . optic nerve leaves eye;
see certain colors and is often the R o ConcaliiS

- . . part of retina, creating a
result of missing cones in the retina. Blindspot.
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HOW DO WE HEAR THE WORLD?

Stirrup Auditory .
(stapes) nerve 4
Anvil ® Sounds are produced by waves of compressed air.
(incus) . .
—~ : ey Frequency = Pitch; Amplitude = Loudness
Hammer e . ® The eardrum, or tympanic membrane, is a very thin
(malleus) Tt | e Cochlea membrane in the middle ear that vibrates to incom-

ing sounds. It begins transmitting those sounds
through small bones to the hair cells in the fluid-
filled cochlea, where neural impulses are generated.

: .

Round
window

P

Eardrum

(tympanic

membrane) Sﬁlow . . .
® The auditory nerve carries sounds we hear into the

brain.

© Kateryna Govorushchenko/Istockphoto

© Humans are sensitive to at least four types of taste: bitter, sweet,
salty, and sour.

© The taste buds, which reside in the pits between the papillae
on your tongue, transduce the chemicals in the food you eat into
neural impulses.

® The sense of smell operates by converting odors captured by a
special piece of skin that lines the top of the nasal cavity to neural
impulses that travel via the olfactory nerve to the olfactory bulb
in the brain.

© Catherine Karnow/Corbis

® Many animals (and perhaps humans) have a vomeronasal sys-
tem that allows them to communicate with other animals via
airborne chemicals known as pheromones.

© The sense of touch originates in the skin, with the inner layer—the dermis—containing most of the touch receptors.
© Kinesthesis refers to our ability to sense the position of our body parts in space and in relation to one another.

© The vestibular sense monitors the position of our head in space and helps us to stay balanced.

PERCEPTION: HOW DO WE MAKE SENSE OF IT ALL
AND HOW ACCURATE ARE OUR PERCEPTIONS?

® Top-down perceptual processing refers to using previously gained knowledge to interpret a
sensory stimulus.

® Bottom-up perceptual processing refers to using properties of the stimulus itself to form our

Image not available due to copyright perception of a stimulus.
e I ® Perceptual constancies, depth cues, and feature detection are among the mental shortcuts we

automatically employ to assist in perceiving stimuli.

® Perceptual errors can occur for a variety of reasons. They are often due to misapplied expecta-
tions that lead us to think we have seen or heard things we have not.
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—:jJS Cconsciousness?
PICTURE

In previous chapters we examined psychologists’ interests in the more biological

domains of behavior—sensation, perception, the nervous system, and the hormonal f I-' M'/f
system. For the most part these chapters focused on conscious behavior. Conscious- IL EI
ness, in psychological terms, includes the feelings, thoughts, and aroused states of ﬁ -}. g / !
which we are aware. This chapter examines the levels, or gradations, of consciousness j:iy

%

itself—when you are not fully awake, alert, aware, or perhaps of sound mind. For exam-
ple, psychologists have done quite a bit of research in three areas: sleep, hypnosis, and
the effects of various psychoactive drugs.

Today, conferences on consciousness draw everyone from quantum physicists to § i
philosophers, and there is ample debate about what is unique about human conscious- 74 i

4 'I
ness. Yet changes in consciousness occur because of changes in the body and brain. 1
In this chapter, you will see how brain functions and chemistry discussed in Chapters 2 ﬁ
and 3 actually operate and affect our awareness. Consider the following stories: l:r'- J

Charlie “Bird” Parker is one of the most well-known figures of jazz music. His mother
bought him a saxophone when Charlie entered high school, and Charlie taught himself
how to play it. He practiced for hours and hours,
and listened to jam sessions at jazz clubs. He quit

CHAPTER OUTLINE

school at the age of 15 to become a professional
What Happens When We Sleep? Rest, Dreaming,

musician, playing with several well-known local and Circadian Rhythm

big bands in Kansas City, Kansas. At the same time,
he got married and began using drugs, most nota- T EeElis e el e Ireie)
bly alcohol and heroin. Parker was especially gifted What Are the Effects of Psychoactive Drugs?
on the sax—playing incredibly fast and with unpar-
alleled phrasing and rhythm. Sadly, his drug use
caused him to miss many performances over his career and resulted in several failed
marriages and several stints in rehab. Eventually, Charlie landed in Bellevue Psychiatric
Hospital in 1954. He was diagnosed with acute and chronic alcoholism and narcotic
addiction. His then common-law wife indicated that Charlie had suicidal tendencies
when he was drinking. After a brief discharge, Charlie readmitted himself to the hospital
because he was back to drinking and feared for his own safety. After drying out, Charlie
tried to put his life back together. He lived in Greenwich Village, appearing occasionally
at a club called the Open Door. Unfortunately, he died suddenly at the age of 34 in the
New York City apartment of a friend.

After 20 years in professional tennis, eight-time Grand Slam champion Andre Agassi

retired from tennis following the 2006 U.S. Open. His connection with tennis began



J = JJJ_r_ (continued)

very early in life—at the age of 3. As detailed in Agassi's memoir, Open: An
Autobiography (2009), his overbearing father valued tennis over education,
and Andre was forced to practice for hours each day on the backyard ten-
nis court his father had built at their modest Las Vegas home. At 13, Andre
was sent to a Florida tennis camp that felt more like a prison. He dropped
out of school in the ninth grade and turned professional at 16.

After stumbling in three Grand Slam finals, Agassi won his first major
championship at Wimbledon in 1992 at the age of 22. Three years later,
Agassi reached the World No. 1 ranking. However, Andre's career was soon
in disarray. A recurring wrist injury made playing tennis (let alone winning)
difficult,and Andre became depressed and unmotivated and started using
crystal methamphetamine. The drug made him feel energetic and invin-
cible, able to go days without sleep—but it did not help his tennis game.
By late 1997, Agassi had dropped to No. 141 in the rankings and failed
an ATP (Association of Tennis Professionals) drug test at a tournament. "My
name, my career, everything is now on the line, at a craps table where no

Michael Ochs Archives/Getty Images

one wins. Whatever |'ve achieved, whatever I've worked for, might soon
A great jazz saxophonist,

Charlie Parker battled alcohol mean nothing (p' 255)‘

and narcotic addiction After quitting crystal meth and pulling out of that slump, Agassi went on
throughout his short life.

to win five Grand Slam tournaments and reclaim the World No. 1 ranking,

becoming the oldest men’s player ever to do so at the age of 32. Since retire-
ment, he has been heavily involved in charity work through his Andre Agassi
Charitable Foundation and Andre Agassi College Preparatory Academy, a
charter school for underprivileged children.
You may not feel that these stories have any relevance to you, let
alone to psychology—»but they do. Separated by 50 years, Charlie's and
Andre’s lives are remarkably similar. Both men were extremely talented
in their professions, and both fell into the abyss of drug use. Although
one ends in tragedy and the other in triumph, both illustrate that drug
addiction has no boundaries. It does not discriminate by social class,
age, gender, or ethnicity. It is also one of the primary ways in which
we alter our consciousness—the focus of this chapter. We alter con-
sciousness when we sleep, daydream, meditate, or drink alcohol or
caffeine. We may also witness altered states in the lives of those we
love. By closely examining these states, we may better understand
our behavior and the behavior of those around us. We will start
with the altered state we all experience—sleep.

=
(=
©
&

consciousness feelings,
thoughts, and aroused states
of which we are aware
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WHAT HAPPENS WHEN WE SLEEP? REST,
DrReaMING, AND CIRCADIAN RHYTHM

Many of us never question what goes on in our bodies and minds as we sleep. But sleep
offers plenty of behaviors for psychologists to explore. First, we will look at why we sleep, or
the benefits of sleep. Then we will discuss what occurs in our brains and bodies as we sleep.
We will explore the purpose of dreams and whether dreams have meaning. We will conclude
by describing different types of sleep disorders. We caution you that just reading about sleep
can make you drowsy!

Functions of Sleep: Why Do We Sleep, and What If We Don’t?

What would happen if you tried to stay awake? William C. Dement, a pioneer in sleep
research, actually tried this experiment himself. As we will see, Dement’s lack of sleep made
him a danger to himself and others, but he was not in danger of dying from lack of sleep. Even-
tually he fell asleep. In the same way that you cannot hold your breath until you die, you can-
not deprive yourself of all sleep. Sleep always wins.
We drift into repeated microsleeps (Goleman, 1982).
A microsleep is a brief (3- to 15-second) episode of
sleep that occurs in the midst of a wakeful activity.
We are typically unaware of its occurrence unless we
are behind the wheel of a car or another similar envi-
ronment. In such circumstances, microsleeps could
cause a disaster. Yet microsleeps appear to help us
survive by preventing total sleep deprivation. There
1s a rare inherited genetic disorder called fatal familial
insomnia in which protein buildup in the thalamus of
the brain causes increasing insomnia, hallucinations,
weight loss, dementia, and then death (Dauvilliers et
al., 2004; Krasnianski et al., 2008). However, for most
people, sleep deprivation eventually results in falling
asleep.

Sleep ensures our continued physical and mental
health in several ways.

Sleep restores your body tissues and facilitates body

© Tom Carter/PhotokEdit

growth. Sleep allows your immune system, ner-

What Should You Know?

® Discuss why we sleep and what
factors influence the amount of
sleep we need.

® Describe the sleep stages we
progress through during a
typical night of sleep.

® Compare and contrast the
different theories on dreaming.

® Describe and distinguish among
sleep disorders, including
insomnia, narcolepsy, sleep
apnea, sleepwalking, night
terrors, and enuresis.

vous system, and organs time to replenish lost
reserves and energy and to repair any cellular damage. This prepares the body for action
the next day and ensures the continued health of the body. Sleep also activates growth
hormone, which facilitates physical growth during infancy, childhood, and the teen years
(Gais et al., 2006; Szentirmai et al., 2007). Lack of adequate sleep can also affect energy
levels, often making us feel drowsy and fatigued (K. Murphy & Delanty, 2007; Oginska &
Pokorski, 20006).

Sleep increases immunity to disease. During sleep, the production of immune cells that
fight off infection increases. Therefore, your immune system is stronger when you receive
the appropriate amount of sleep (Beardsley, 1996; Born et al., 1997; Lange et al., 2006;
Motivala & Irwin, 2007). When you deprive your body of sleep, your natural immune
responses are reduced (Irwin et al., 2003; K. Murphy & Delanty, 2007). This is in part why
you are encouraged to sleep and rest when you are ill. This effect on immunity occurs after
as few as two days of total sleep deprivation or even several days of partial sleep depriva-
tion (Heiser et al., 2000; Irwin et al., 1996; Ozturk et al., 1999; N. L. Rogers et al., 2001). For
college students, this may mean you are more susceptible to colds and flu at midterm and
final exam time. You are more likely to sleep less at these times, thereby decreasing your
immune system’s ability to combat illnesses. Fortunately, after a night or several nights of
recovery sleep, your natural immune functions return to normal (Irwin et al., 1996; Ozturk
etal., 1999). Sleeping truly is good medicine.

It is estimated that more than 24,000
deaths occur annually in accidents
caused directly or in part by drowsy
drivers.

microsleep brief episode of sleep that
occurs in the midst of a wakeful activity
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Sleep keeps your mind alert. When people do not get enough sleep, they are more likely to
be inattentive and easily distracted (Jennings, Monk, & van der Molen, 2003; Kahol et al.,
2008; Kendall et al., 2006; Koslowsky & Babkoft, 1992; Murphy & Delanty, 2007). Sleep
makes your body more sensitive to norepinephrine—the neurotransmitter that keeps you
alert during the day—as we discussed in Chapter 2 (Steriade & McCarley, 1990).

Sleep helps learning and memory. When you sleep, emotional experiences as well as in-
formation that you have reviewed or rehearsed are more likely to be remembered (Fogel,
Smith, & Cote, 2007; Gais, Lucas, & Born, 2006; Karni et al., 1994; Payne et al., 2008;
Racsmany, Conway, & Demeter, 2010; Rasch & Born, 2008; Stickgold & Walker, 2007; M.
P. Walker, 2009; M. P. Walker & Stickgold, 2004). Does this mean that you can learn
while you sleep? No. Chapter 6 offers an in-depth look at memory processing, but a brief
discussion here will help you understand the connection between sleep and memory.

In order to get information into your memory, you must encode it, or do something to
remember the information. This may mean repeating the information over and over again.
Other encoding methods include visualizing the information or associating it with a personal
experience. When information is thoroughly encoded, it can be more easily transferred to
long-term memory so that we can retrieve it later.

So, back to the question of learning while you're sleeping. Information that you process
during sleep must be well encoded while you're awake in order for memory to benefit from
sleep. Sleep allows you to better store what material was actually processed (that 1s, encoded
well enough) during studying. Information that you can’t readily retrieve in the morning
probably wasn’t encoded well enough, and you will need to study it again. You can see the
advantage of a good night’s sleep before an exam.

Sleep’s connection to memory processing may also explain why problem solving seems to
improve after a night’s sleep (Ellenbogen et al., 2007). You may think about a problem repeat-
edly during the day, frustrated by your inability to find a solution. The next day you awaken
with a solution in mind. This suggests that pertinent details about the problem are processed
during sleep. The phrase “sleep on it” really does have merit.

Sleep enhances your mood. Sleep activates many chemicals that influence your emotions
and mood. Consequently, if you are deprived of sleep, you are more likely to be irritable,
cranky, and unhappy, in addition to being tired (Botvin et al., 1997; Durmer & Dinges,
2005; Murphy & Delanty, 2007). This effect 1s even more pronounced in children, ado-
lescents, and young adults, perhaps because as we get older we get better at regulating
our emotions such that they may be less affected by lack of sleep (O’Brien, 2009; Ready,
Marquez, & Akerstedt, 2009).

Research also suggests that sleep may have evolved as a necessary behavior for humans
(Hirshkowitz, Moore, & Minhoto, 1997; Webb, 1983). When humans lived in caves, it was
dangerous for them to go out at night to hunt for food because they had very little night vision
and were relatively small compared to other species. If they did go outside at night, they were
likely to be the food for larger predators. Consequently, humans who stayed inside the cave at
night were more likely to survive and produce offspring. Over time, these offspring may have
adapted to the pattern of nighttime sleeping and daytime hunting and gathering.

As you can see, sleep 1s a necessity, not a luxury. Sleep offers many benefits to our func-
tioning and ensures that we will be healthy, alert, and happy.

How Much Sleep Do We Need?

Is there an optimal number of hours of sleep (6, 8, or 10) that each of us requires?
Unfortunately, there 1s no definitive answer. People show differences in the amount of
sleep they need. Some people brag about how little sleep they need. Yet research shows that
although the amount of sleep we need depends on several factors, many of us are not getting
enough. Here are some sleep factors and facts:

Age. Who sleeps more, the young or the old? The older we get, the less sleep we need
(® FIGURE 4.1). Babies require a lot of sleep, between 16 and 18 hours a day. Preschoolers
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® Age Differences in Sleep Needs Newborns sleep an average of 16 hours a day. Preschoolers require
less sleep, about 10 to 12 hours. Most teenagers and adults require 8 hours. From “Ontogenetic Devel-
opment of Human Sleep-Dream Cycle,” by H. P. Roffwarg, J. N. Muzino, and W. C. Dement, Science,
1966, 152:604-609. Copyright 1966 by the AAAS. Reprinted by permission.

require less sleep, about 10 to12 hours a day, typically including a midday nap. Teenagers
and young adults need less sleep than children, but they still require 8 to 10 hours of sleep
a night. However, just 1 in 5 teenagers gets an optimal 9 hours of sleep on school nights
(National Sleep Foundation, 2006). People between the ages of 25 and 34 are more likely
to report insufficient rest or sleep than are people over the age of 65 (McKnight-Eily et al.,
2009). On average, college students sleep 6.1 hours—2 hours less than they need—each
night (Maas, 1998). Adults, on average, sleep 6.7 hours a night on weekdays (National
Sleep Foundation, 2009). According to sleep experts, most adults and teenagers require at
least 8 hours of sleep a night.

Lifestyle (Environment). Our lifestyle habits and our environment also influence the
amount of sleep that we need or get. If you were raised in a home in which everyone
was up early on the weekends to do chores, you adapted to a different sleep schedule
than someone who slept until 10 a.m. or noon on weekends. In one study of college stu-
dents, good sleepers were more likely to have regular bedtime and rise time schedules than
poorer sleepers (Carney et al., 2006). Keep in mind too that stressors and responsibilities
change as we get older. Job responsibilities, parenting, or living on one’s own also brings
about changes in our sleep schedule. Recall how Andre Agassi’s drug use altered his sleep
and the poor performance on the tennis court that ensued.

Genetics. Genes may also play a role in the amount of sleep that each of us requires. For
example, studies that measured the sleep patterns of identical twins compared to frater-
nal twins found more similar sleep needs and sleep behaviors among identical twins (de
Castro, 2002; Webb & Campbell, 1983). Additional research also suggests that genes
may influence our propensity to be either “night owls” or “early birds.” Some people
may be genetically predisposed to get up early in the morning and go to bed earlier,
whereas others may prefer getting up later and going to bed later (J. P. Guthrie, Ash,
& Bendapudi, 1995; Mongrain et al., 2004; Tankova, Adan, & Buela-Casal, 1994). To
assess your propensity toward morningness or eveningness, complete the brief scale in
© TABLE 4.1.
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Read each question in Table 4.1 carefully. Select the most appropriate answer and note the corresponding value next to it.

TABLE 4.1

® Morningness-Eveningness Scale

If you were entirely free to plan your evening and had no 8 P.M.—9 P.M. 5
commitments the next day, at what time would you choose 9 p.M.~10:15 P.M. 4
to go to bed? 10:15 P.m.—12:30 A.M. 3
12:30 A.m.—1:45 Am. 2
1:45 Am.=3 AMm. 1
You have to do 2 hours of physically hard work. If you were 8 A.M.~10 A.M. 4
entirely free to plan your day, in which of the following periods 11 A.m.=1 p.m. 3
would you choose to do the work? 3 p.M.=5 P.M. 2
7 P.M.=9 P.M. 1
For some reason you have gone to bed several hours later than ~ Will wake up at the usual time and not fall asleep again 4
normal, but there is no need to get up at a particular time the Will wake up at the usual time and doze thereafter 3
next morning. Which of the following is most likely to occur? Will wake up at the usual time but will fall asleep again 2
Will not wake up until later than usual 1
You have a 2-hour test to take that you know will be mentally 8 AM.~10 A.Mm. 4
exhausting. If you were entirely free to choose, in which of the 11 Am.—1 P 3
following periods would you choose to take the test? 3 P.M.=5 P.M. 2
7 P.M.=9 P.M. 1
If you had no commitments the next day and were entirely free 5 A.M.-6:30 A.m. 5
to plan your own day, what time would you get up? 6:30 A.M.—7:45 A.m. 4
7:45 AM.—9:45 A.m. 3
9:45 Am.—11 A.m. 2
11 AM~=12P.M. 1
A friend has asked you to join him twice a week for a workout Very well 1
in the gym. The best time for him is between 10 p.m. and 11 p.m. Reasonably well 2
Bearing nothing else in mind other than how you normally feel Poorly 3
in the evening, how do you think you would perform? Very poorly 4
One hears about “morning” and “evening” types of people. Definitely a morning type 6
Which of these types do you consider yourself to be? More a morning than an evening type 4
More an evening than a morning type 2
Definitely an evening type 0

Now add the scores together to get your total. Compare your total score with the table to the

right to get an idea of your chronotype. Definitely morning type 32_28

Adapted from “A Self Assessment Questionnaire to Determine Morningness-Eveningness
in Human Circadian Rhythms,”by J. A. Horne and O. Ostberg, International Journal of
Chronobiology, 4 (1976): 97-110. Neither type 22-16

Moderately morning type 27-23

Moderately evening type  15-11

Definitely evening type 10-6
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Circadian Rhythm and the Biological Clock

Our cycle of sleep 1s also greatly influenced by our biological clocks. For example, if you were
put in a cave and had no cues as to time—no watches, light, or clocks—your body would
exhibit a natural rhythm of sleeping and waking that closely resembles a 25-hour cycle. This
phenomenon is referred to as a circadian rhythm. This circadian rhythm is programmed by
a group of brain cells in the hypothalamus called the suprachiasmatic nucleus (SCN) (Zee
& Manthena, 2007). The SCN works very much like an internal clock—signaling other brain
areas when to be aroused (awake) to start the day and when to shut down (sleep) for the day.

How does the SCN know when it is time to be awake or asleep? The SCN is very
responsive to light changes and takes its cues from your eyes. When your eyes transmit light
information to the SCN, they are in essence telling it whether it is light or dark outside (® FiG-
URE 4.2). The light information helps the SCN direct the release of melatonin, the hormone
that facilitates sleep. Melatonin regulates your circadian rhythm and helps you get to sleep.
As darkness increases, so does the production of melatonin in your body (J. Arendt, 2006;
Brzezinski, 1997). It is known as the “Dracula hormone” because it comes out at night.

We stated that the SCN functions on a 25-hour cycle. But our days are 24 hours long. Each
day we ask our SCN to reset the clock by one hour. It does this automatically and without
much consequence to our functioning. Yet when we try to reset the clock by several or more

hours, we disrupt our body’s natural circadian rhythm. We lose the benefits of sleep we dis- circadian rhythm changes in bodily
cussed previously. processes that occur repeatedly on
A significant amount of research now suggests that a developmental change in our intrin- ~ approximately a 24-to 25-hour cycle

sic sleep-wake cycle occurs during puberty (Carskadon, Acebo, & Jenni, 2004; Crowley, suprachiasmatic nucleus (SCN)
Acebo, & Carskadon, 2007; Jenni, Achermann, Carskadon, 2005; Munch et al., 2005; D. J. a group of brain cells located in the
Taylor et al., 2005). Changes in melatonin secretion and light sensitivity alter the timing of ~ hypothalamus that signal other brain areas

our cycle. We are more likely to want to stay up later in the evening and sleep longer in the ~ when tobe aroused and when to shut
morning. Although teenagers’ social calendars often strengthen this tendency, the fact that 9"

part of this change 1s developmental in nature does have serious implications for high school melatonin hormone in the body that
starting times and adolescent academic performance. facilitates sleep

® Circadian Rhythm, Sleep, and the Brain The suprachi-
asmatic nucleus (SCN) takes its cues from the light that is
transmitted to your eyes. The light information helps
the SCN direct the release of melatonin, the “Dracula
hormone”that helps you to get to sleep. Adapted from
Starr & McMillan, Human Biology (2nd ed.), p. 271,
1997 Wadsworth.

Light

Suprachiasmatic nucleus

Light —» SCN —# Lowered levels —® Awake

of melatonin ’

No light —# SCN —® Release of —# Sleep
melatonin

© Kenneth C. Zirkel/Istockphoto
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“Weekend Lag” and Jet Lag

Many of us disrupt our circadian rhythm on a weekly
basis. We attempt to maintain a routine sleep schedule
on weekdays, going to bed around the same time every
night so that we can get up in the morning for work or
school. Then the weekend comes, and what do we do?
Many of us stay up later and “sleep in” on the week-
ends, forcing our SCN to reset its cycle. Then Sunday
night arrives. We may have the best intentions——getting
to bed at a decent hour so that we’ll get enough sleep
to meet the demands of our Monday schedules. But
instead, we toss and turn, look at the clock, and wonder
when we are going to fall asleep. When Monday morn-
ing comes, we feel tired. We may hit the snooze button
several times, oversleep, or take a long shower to help us
wake up. Why? Because we just asked our internal clock

Sleeping on the plane may help to
reduce jet lag when traveling to other
time zones.

Shift work may interfere with
normal sleep patterns, affecting job
performance.
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to reset itself by three, four, or more hours! Disrupting
our circadian rhythm to this extent makes us irritable, tired, less attentive, and moody.

How does a time change affect our circadian rhythm? This rhythm must be reset to
adapt to the one-hour time change that takes place in the fall and spring in most parts of
the United States and in many other countries. It must also be reset when we travel to dif-
ferent time zones, and we may experience jet lag as we adjust. On average, for each hour of
time change, 1t takes one day to reset our circadian rhythm. However, you can minimize the
effects of jet lag when you travel to other time zones. Some people start adapting their sleep
schedule to the destination time zone before they depart. Others adapt to the new time zone
as soon as they arrive. For instance, one of the authors took a 14-hour flight from Los Angeles
to Auckland, New Zealand, arriving at 8:00 a.m. New Zealand time. Although she was tired,
she went to the hotel, ate breakfast, and toured the city. She went to bed a little earlier than her
usual bedtime and awoke the next day feeling refreshed and energized. Her jet lag symptoms
were minimal.

Working the Night Shift

Our body’s circadian rhythm also has implications for roughly
the 15% of full-time workers in the United States who do shuft
work. In many professions (police work, firefighting, airline flight
crew, medical care, and the military), people may be assigned to
work 8-, 12-, or even 24-hour shifts, at varying times on different
days. When you work Sunday and Monday nights, but Tuesday
through Thursday mornings, it 1s more difficult for your body to
reset its circadian rhythm. This disruption can impair your think-
ing and your health. Shift workers in general report more sleep
disturbances, more hormonal irregularities (for women), more
accidents, injuries, and illnesses, and decreased cognitive perfor-
mance (Barger et al., 2009; Berger & Hobbs, 2006; Haus & Smo-
lensky, 2006; Kahol et al., 2008; Rouch et al., 2005). If late night
or early morning shifts are regular, then your body can adapt to
the new rhythm. However, if the shift hours are constantly chang-
ing, your circadian rhythm is disrupted, and your sleep benefits
diminish. Hence, you may be less alert, more easily distracted,
and more prone to mental errors.

Stages of Sleep: What Research Tells Us

Not only do our bodies show a rhythm in relation to sleeping
and waking, there s also a biological rhythm to the way we sleep.
Using electroencephalogram (EEG) technology, sleep researchers
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have identified five stages of sleep. Recall from Chapter 2 that EEGs examine the electri-

cal activity of relatively large areas of the brain. This technique works by using electrodes

placed on the scalp and body that measure changes in brain activity and the related physical

responses of the body. These changes, called brain waves, are then plotted on graph paper or

a computer screen. The patterns the brain waves create give researchers an image of our brain

activity when we are awake and when we are asleep. Brain waves vary in terms of the height of

the wave (amplitude) and the number of waves per second (frequency). Brain-wave patterns

are usually categorized as alpha, beta, delta, or theta waves. See the ® WHAT’s HAPPENING IN

YOUR BRAIN? feature.

BRAIN ACTIVITY DURING

WAKEFULNESS AND THE
VARIOUS STAGES OF SLEEP

Electroencephalogram technology records brain-wave images also differentiate slow-wave sleep, REM sleep, and

activity during wakefulness and the various stages of sleep.
When awake yet relaxed, the brain emits alpha waves. Brain
activity during non-REM sleep progressively slows from
theta waves (stage |) to delta waves (stage 1V). REM sleep is

wakefulness. Notice how your brain looks as though it is
awake while you are in REM sleep! The brain scans labeled
“awake” and “REM sleep” look very similar whereas the por-
tion labeled “slow-wave sleep” looks quite different.

characterized by rapid and fast brain waves. The brain scan
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When we are awake and alert, our brain (as measured by an EEG) emits beta waves. Beta
brain waves are rapid, with a high number of cycles per second. This indicates frequent
impulses of electrical activity in the brain. When we are awake but relaxed, our brain emits
alpha waves. Alpha waves are somewhat slower and less frequent than beta waves. As we
sleep, our brain-wave patterns change in a predictable sequence.

If you watch someone sleep, you will notice that at times the person’s eyes move under the
eyelids, showing rapid eye movement (REM). At other times during sleep, such eye move-
ment is absent. From such observations, researchers have identified two distinct sleep pat-
terns: non-REM sleep and REM sleep. When your eyes do not move during sleep, it 1s

non-REM sleep relaxing state of sleep
in which the individual's eyes do not move

REM sleep active state of sleep in which
the individual's eyes move
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referred to as non-rapid-eye-movement, or non-REM,, sleep. The state in which our eyes do
move is called rapid-eye-movement, or REM, sleep. As we will see, during these two states
of sleep our bodies and brains are experiencing very different activities. Non-REM sleep is
a progressively relaxed state. In contrast, REM sleep is very active. During a night of sleep,
our bodies and brains move back and forth between states of relaxation and activity until we
wake up 1n the morning (Armitage, 1995; Dement & Kleitman, 1957). Our nights begin in
non-REM sleep.

The Stages of Non-REM Sleep

When we fall asleep at night, our bodies and brains progress through a series of non-REM
sleep stages:

Stage I sleep 1s a light sleep and 1s characterized by theta waves. Notice in the What's Hap-
pening in Your Brain? feature that theta waves are slower and less frequent than beta or
alpha waves. During this stage, your breathing and heart rates slow down. You may experi-
ence sensations such as falling or floating. You can easily awaken from stage I sleep, which
typically lasts from 1 to 7 minutes.

Stage II sleep 1s characterized by sleep spindles and lasts approximately 20 minutes. Sleep
spindles (see What's Happening in Your Brain?) are a pattern of slower theta waves spo-
radically disrupted by bursts of electrical activity. During stage 1I sleep, breathing, muscle
tension, heart rate, and body temperature continue to decrease. You are clearly asleep and
not easily awakened. Recent findings suggest that stage II sleep spindles help us process
both simple and complex motor skills that we have learned (Fogel & Smith, 2006; Fogel et
al., 2007; Kuriyama, Stickgold, & Walker, 2004; Tucker & Fishbein, 2009).

Stages III and IV sleep are referred to as slow-wave sleep. In stage 111 sleep you begin show-
ing delta brain-wave patterns. Delta waves are large, slow brain waves. When a consistent
pattern of delta waves emerges, you have entered stage IV sleep. Stage IV sleep is referred
to as deep sleep. The body 1s extremely relaxed. Heart rate, respiration, body temperature,
and blood flow to the brain are reduced. Growth hormone is secreted. It is believed that
during this deep sleep, body maintenance and restoration occur (Porkka-Heiskanen et
al., 1997). For example, your proportion of deep sleep increases after a day of increased
physical activity (Horne & Staft, 1983). It 1s difficult to awaken people from deep sleep.
When they are awakened, they may be disoriented or confused. Your first hour of sleep is
predominately slow-wave sleep. Slow-wave sleep then progressively gets shorter the lon-
ger you sleep.

REM Sleep: Dream On

After approximately 3040 minutes of slow-wave sleep, your brain and body start to speed
up again. You cycle back through stage II of non-REM sleep and then enter REM (rapid-
eye-movement) sleep. REM sleep 1s a very active stage. Your breathing rate increases, and
your heart beats irregularly. Blood flow increases to the genital area and may cause erections
in males (Somers et al., 1993). However, your muscle tone significantly decreases, leaving
the muscles extremely relaxed and essentially paralyzed. The What's Happening in Your
Brain? feature shows that your REM brain-wave patterns are similar to your brain-wave pat-
terns when you are awake. As you can see in the brain scan images, when you enter REM
sleep your brain looks as though it is awake while you sleep! The brain scans labeled “awake”
and “REM sleep” look almost exactly alike. You can see that the portion labeled “slow-wave
sleep” looks quite different.

REM sleep is intimately connected to dreaming. Although you can dream in some form
in all sleep stages, dreams during REM sleep are more easily recalled. More than 80% of
people awakened from REM sleep report dreaming (Hirshkowitz et al., 1997). The body
paralysis that occurs during REM prevents you from acting out your dreams. However, in

REM behavior disorder a condition rare instan.c.es, people do not experience the paralysis that normally accompani?s REM sleep.
in which normal muscle paralysis does This condition, which mainly affects older men, is referred to as REM behavior disorder.
not occur, leading to violent movernents People with REM behavior disorder may thrash about while in REM sleep, sometimes caus-
during REM sleep ing harm to themselves or others (Gugger & Wagner, 2007; Plazzi et al., 1997).
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Why do we have REM sleep? The purpose for REM sleep is constantly being ques-
tioned. Some studies indicate a connection between REM sleep and memory processing.
People who are deprived of REM sleep and dreaming are less likely to recall complex infor-
mation learned earlier in the day than are people who were not deprived of REM sleep (Chol-
lar, 1989; Karni et al., 1994). REM-deprived people also report having difhiculty concentrating
when they awaken. These findings have led researchers to speculate that REM sleep—and
perhaps dreaming—facilitates the storage of memories as well as mental strategies that are
useful to us (Diekelmann & Born, 2010; Rauchs et al., 2004). At the same time, REM appears
to help us process recent emotional experiences (Walker & van der Helm, 2009) and to “dis-
card” information that is trivial or less important to us (F. Crick & Mitchison, 1995; C. Smith,
1995). Other research shows no relationship between time spent in REM sleep and memory
problems (J. M. Siegel, 2001). The exact connection between REM sleep and memory con-
tinues to be investigated (B. Carey, 2007).

Another curiosity of REM sleep is referred to as REM rebound. When people lose REM
sleep because of medications, drugs, or sleep deprivation, they make up for it on subsequent
nights by spending more time dreaming (Dement, 1960). Before we look at theories and
research on dreaming, let’s review what happens during a typical night of sleep.

A Typical Night's Sleep

A typical night of sleep consists of cycling Hours of sleep

through non-REM stages and REM sleep 1 2 3 4 5 6 7

(® FIGURE 4.3). We progress through stages m\\

I, 11, III, and IV of non-REM sleep. We

again, starting with the non-REM stages.

The pattern repeats throughout the night.

more time in REM sleep. This means that the body-restoring function of slow-wave sleep @ A Typical Night of Sleep As the
takes place early on, during the first few cycles of sleep. After these early cycles with longer  night progresses, we spend less time in
you spend roughly 90 minutes of that time in REM sleep. That means each night you spend

approximately 90 minutes having REM dreams. These dreams occur at intervals during the

revisit stages I1I and II of non-REM sleep. X \/ v/«
Em\ [N\ 7 \/ YV

One complete cycle of non-REM and L

non-REM sleep, we spend longer in REM sleep as the night progresses. If you are not getting ~ slow-wave sleep (stages lll and V) and

night. Why do we dream, and do our dreams have meaning? Let’s find out.

@

<

Sleep stages —

We then enter REM sleep. After a brief
eriod in REM sleep, we begin the cycle
p p gl y \ \\
S &/
REM sleep takes about 90 minutes. But
notice from Figure 4.3 that as the night progresses we spend less time in slow-wave sleep and
enough sleep, you will miss out on the longest period of REM sleep. On average, we spend ~ more time in REM sleep.
around 20% of our total sleep time each night in REM sleep. If you sleep 8 hours a night,

Dreaming: The Night's Work

Do you remember your dreams? Although not everyone reports remembering their dreams
when they awaken, everyone, regardless of culture, progresses through dream states during
sleep. Dreams do show some similarities in content from one culture to another. For exam-
ple, dream themes that focus on basic needs or fears (sex, aggression, and death) seem to be
universal. Other content seems to be specific to its presence in a culture. For instance, today’s
Alaskan natives may have dreams that include snowmobiles, but their ancestors of 100 years
ago obviously did not. People dream about what they know, which is influenced by the cul-
ture in which they live (Price & Crapo, 2002).

Sigmund Freud'’s Interpretation of Dreams

Psy.chologists, along with other sclentists and philosophers, have had a .longstandmg Iter-  pEM rebound loss of REM sleep is
est in the purpose and reason for dreaming. One of the most controversial and best-known recouped by spending more time in REM
theories of dreaming is Sigmund Freud’s. In his Interpretation of Dreams (1900/1980), Freud ~ on subsequent nights
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manifest content according to
Freudian theory, what the dreamer recalls
on awakening

latent content according to Freudian
theory, the symbolic meaning of a dream

threat simulation theory (TST)
suggests that dreaming is an ancient
biological defense mechanism that allows
us to repeatedly simulate potentially
threatening situations so that we can
rehearse our responses to these events

activation-synthesis theory
suggests that dreams do not have symbolic
meaning, but are the by-product of the
brain’s random firing of neural impulses
during REM sleep
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called dreams “the royal road to the unconscious.” According to Freud, dreams allow us
to express fears and sexual and aggressive desires without the censorship of our conscious
thought processes. Having straightforward dreams about these “unacceptable” desires would
cause us anxiety. Instead, we dream in symbols that represent our unconscious desires. For
Freud, dreams contained both manifest content and latent content. The manifest content
of a dream is what you recall when you awaken. The latent, or hidden, content of the dream
1s the symbolic interpretation. For example, a young girl may dream of coming home from
school one day to find the house deserted. She runs from room to room, looking for her par-
ents or some sign that they will be returning soon (manifest content). Such a dream among
children may signify the anxiety of being left alone, deserted, uncared for, or unprotected
(latent content).

Dreams as Coping, Evolutionary Defense, or Just Biology at Work

Many psychologists and psychiatrists have challenged Freud’s excessive emphasis on sex and
aggression. Some have proposed alternative explanations for why we dream. For example, the
continuity hypothesis suggests that dreaming 1s a way of coping with daily problems and issues.
We dream about everyday experiences and current concerns in an effort to resolve these issues
(Cartwright, 1993; Pesant & Zadra, 2006; Schredl, 2009; Schredl & Erlacher, 2008). In this view,
dreams are not as symbolic as Freud suggested. Memory theory suggests that dreams are a way
to consolidate information and to get rid of trivial details in our memories (Eiser, 2005; Porte &
Hobson, 1996). From this viewpoint, dreams represent a function of memory.

The threat simulation theory (T'ST) suggests an evolutionary function of dreams. TST
proposes that dreaming is essentially an ancient biological defense mechanism that allows us
to experience potentially threatening situations so that we can rehearse our responses to these
events. Although studies do show that childhood trauma or recurrent dreams are associated
with a greater number of threatening dream events, not all of our dreams involve themes of
survival (Valli & Revonsuo, 2009; Valli et al., 2005; Zadra, Desjardins, & Marcotte, 2006).
More recently, researchers Levin and Nielsen (2009) have proposed a fear-extinction pur-
pose of dreaming —allowing us to experience fearful situations over and over again so that we
are less likely when awake to automatically respond to such stimuli with fear.

A biologically based theory is the activation-synthesis theory (Hobson & McCarley,
1977), which suggests that dreaming 1s just a consequence of the highly aroused brain dur-
ing REM sleep, when the brain shows activation of millions of random neural impulses. The
cortex of the brain attempts to create meaning out of these neural impulses by synthesizing
them into familiar images or stories based on our stored memories. These images and stories
may reflect our past, our emotions, our personal perspectives, and information accessed dur-
ing waking (Hobson, Pace-Schott, & Stickgold, 2000), but they have no hidden “Freudian”
meaning. However, because we are the ones who integrated these images into a plot, the story
line may provide us with insights about ourselves (McCarley, 1998).

So, What Do Dreams Mean?

Have you ever been chased in a dream? Have you ever had the experience of flying in a
dream? Have you ever had a recurring dream? Have your dreams ever made you feel anx-
ious, worried, or fearful? You are not alone. Others’ dreams share these themes and emo-
tions (Merritt et al., 1994; Van de Castle, 1994). Why do many of us experience thematically
similar dreams if dreams represent our personal issues and concerns? What about age as a
factor in dreaming? Infants spend significantly more time in REM sleep, and therefore more
time dreaming, than do older people. What psychological issues would infants be resolving
through their dreams?

All mammals experience REM sleep. But do they dream? Watching your pet dog or cat
run or cry out during sleep would lead you to believe that they do dream. Do cats and dogs
have unconscious psychological issues to resolve as well? Obviously, our understanding of
the purpose and meaning of dreaming is incomplete. Dreaming and dreams offer plenty of
research opportunities.

Dreams aside, sleep research indicates that not everyone always gets a good night’s sleep.
Some of us exhibit sleep disturbances, our next topic of discussion.
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Sleep Disorders: Tossing and Turning—and More

Not everyone goes to sleep in the predictable pattern of stages described previously. Some
people have a sleep disorder, or a disturbance in the normal pattern of sleep. It is estimated
that 95% of American adults experience a sleep disorder at some point in their lives (Dement
& Vaughan, 1999). Sleep disorders also affect approximately 25% to 40% of children and ado-
lescents (Meltzer & Mindell, 2006). Sleep disorders include insomnia, narcolepsy, sleep apnea,
sleepwalking, night terrors, and enuresis.

Insomnia: There Is Help!

Insomnia, the most commonly reported sleep disorder, is the inability to get to sleep or stay
asleep or both. Occasional insomnia is quite common, with as many as 50% of adults report-
ing insomnia at some time in their lives (Nowell et al., 1998). Insomnia 1s associated with a
multitude of factors including stress, coping with the loss of a loved one, a change in sleep
schedule, obesity, chronic pain, anxiety, depression, or drug abuse as the opening case study
illustrated (T. Roth, Krystal, & Lieberman, 2007).

Insomnia can be treated medically using antianxiety or sedative medications such as
Xanax or Ambien, or by taking over-the-counter medications such as Sominex and Nytol
that contain antihistamines and pain relievers to induce sleepiness. However, long-term use
of these drugs (discussed later in this chapter) may lead to dependence and serious side
effects, including memory loss, fatigue, and increased sleepiness. Chronic insomnia is best
treated with a combination of taking medication for a limited time, cognitive-behavioral ther-
apy (which focuses on changing thoughts and behaviors that interfere with restful sleep—dis-
cussed more in Chapter 15), and following several sleep guidelines that have evolved from
our study of how we sleep (Bootzin & Rider, 1997; Morin et al., 2009; Riemann & Perlis, 2009;
T. Roth et al., 2007):

Establish a regular sleep—wake cycle to work your body’s circadian rhythm. Go to bed at
the same time every evening and wake up at the same time every morning. Even if you
have difhculty falling asleep at night, continue to get up at the same time each morning.
Avoid long naps during waking hours. Naps can disrupt your circadian rhythm. But,
what about children who take daily naps, and adults who “power nap” or use sies-
tas? Children’s naps and siestas typically occur at the same time every day and thereby
work with, rather than against, the circadian rhythm. Power naps are short periods of rest
(15-20 minutes) that are relaxing and that can reenergize the body and mind, and because
they are short, generally do not interfere with our sleep cycles (Milner & Cote, 2009).
Don’t use your bed for anything other than sleeping. For example, people with insomnia
should not eat, study, work, or watch television in bed. The bed should be associated only
with sleeping.

If you can’t get to sleep after 15 minutes, get up and do something that you think will make
you tired enough to get to sleep, such as reading (but not in your bed). Then try again to
fall asleep.

Avoid sleeping pills, alcohol, cigarettes, and caffeine. These are all drugs that interfere with
your natural sleep cycle and disrupt REM sleep. Foods such as fruits, vegetables, beans,
and whole grains, which provide carbohydrates, produce a rise in blood insulin that helps
the amino acid tryptophan make serotonin, a neurotransmitter that facilitates sleep (see
Chapter 2) (Silber & Schmutt, 2010). A glass of milk also provides a dose of tryptophan,

which may be helpful.
Exercise during the day can promote good sleep. But avoid physical workouts within an
hour of bedtime. Your body should be relaxed prior to sleeping. sleep disorder adisturbance in the
normal pattern of sleeping
insomnia asleep disorder in which a
Narcolepsy person cannot get to sleep or stay asleep

Narcolepsy, a rare sleep disorder that affects approximately 140,000 to 250,000 Americans, ~ ©rboth

occurs when a person falls asleep during alert times.ofthe day (Zeman et al., 20Q4). This 1s narcolepsy a rare sleep disorder in

not the same as a microsleep, though. The person with narcolepsy experiences brief periods which an individual falls asleep during alert
of REM sleep that may be accompanied by muscle paralysis, a condition called cataplexy. activities during the day
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Cataplexy occurs in about 70% of people with narcolepsy (American Psychiatric Associa-
tion, 2000a). People with narcolepsy may fall down or otherwise injure themselves during
these episodes. If you have ever seen what are called fainting dogs or fainting goats, you have
seen (at least in animals) the nature of narcolepsy. Narcolepsy is thought to stem from a
loss of neurons in the hypothalamus of the brain. These neurons are responsible for produc-
ing a chemical called hypocretin that helps to control the sleep—wake cycle (J. M. Siegel &
Boehmer, 2006; Nishino, 2007; Zeitzer, Nishino, & Mignot, 2006). Those with the condition
typically take the drug modafinil to improve wakefulness (Becker et al., 2004; Gallopin et al.,
2004; T. Roth, Schwartz et al., 2007) and sodium oxybate, the only FDA-approved medication
for cataplexy (Thorpy, 2007).

Sleep Apnea and SIDS

Sleep apnea is a disorder in which a person stops breathing while sleeping. In an attempt
to get air, people with sleep apnea often emit loud snores or snorts that may awaken them or
their partners. This pattern may occur hundreds of times during the night. People afflicted
may feel sluggish, tired, irritable, or unable to concentrate the next day because of the night-
time sleep disruption (Naegele et al., 1995). Obesity, being overweight, and the use of alco-
hol or sedatives increase one’s chances of developing sleep
apnea (Ball, 1997; Resta et al., 2001). Once diagnosed, sleep
apnea may be treated in various ways. If obesity is a factor,
a weight-loss program is the first treatment. In addition, a
nasal mask (called a Continuous Positive Airway Pressure, or
CPAP, device) that blows air into the nose to facilitate contin-
uous breathing can be worn at night. Wearing mouth retainers
can help in some cases. In severe cases, removing the tonsils
or surgery to alter the position of the jaw can be performed
(Saskin, 1997). Considerable evidence suggests a genetic basis
for sleep apnea (Chiang, 2006; Polotsky & O’Donnell, 2007).
Estimates of sleep apnea in the general population range from
3 to 28% (Chiang, 2006).

Sleep apnea has also been suggested as one cause for sud-
den infant death syndrome (SIDS), or “crib death,” when
apparently healthy babies die while they are sleeping. They
or CPAP, device blows air into the nose stop breathing for reasons that are not yet understood. SIDS affects babies whose average age
to facilitate continuous breathing for 1s 4 months. African American and American Indian babies are at greater risk than White or
people who have sleep apnea. Hispanic babies, and the risk 1s higher for males than for females (Lipsitt, 2003). Lower birth

welght combined with bed-sharing with an adult and maternal smoking also puts babies
at higher risk for SIDS (McGarvey et al., 2006; Ostfeld et al., 2006). The practice of laying
babies on their stomachs to sleep puts them more at risk for SIDS (Hirshfeld, 1995); as a
result, the American Academy of Pediatrics recommends that newborns be put on their sides
or on their backs to sleep. Parents and caretakers are also advised to remove large stuffed ani-
mals or heavy coverings such as blankets or pillows from cribs. This ensures that the infant’s
mouth and nose are not obstructed.

o i

A Continuous Positive Airway Pressure,

Sleepwalking: Wake Me Up!

Sleepwalking, or somnambulism, occurs during non-REM slow-wave sleep. People with
this disorder get up and walk around during deep sleep, sometimes performing actions that
make them appear to be awake. They may cook, eat, open doors, or engage in minimal con-
versation. Should you awaken someone who is sleepwalking? Yes, if you can. Because
sleepwalkers are asleep, they may injure themselves or others. Wake them up or guide them
back to bed. They may be initially disoriented or confused, but you will not do harm by

sleep apnea a sleep disorder in which awakening them. Are sleepwalkers acting out their dreams? Remember that most dreams
a person stops breathing during sleep occur during REM sleep, which is accompanied by body paralysis (unless one has REM
sleepwalking a sleep disorder in behavior disorder). Walking and moving during REM s‘leep would not bg possible. It is est‘i-
which a person is mobile and may perform mated that between 1% and 15% of the general population sleepwalk. It is more common in
actions during stage IV sleep children than in adults (National Sleep Foundation, 2004).
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'R U SLEEP-TEXTING?

An increasing number of people report on blogs, message

boards, and Facebook pages that they are “sleep-texting”"—
sending text messages to friends while they are asleep. Is this
possible? No one really knows. People have been shown to per-
form a variety of activities while asleep such as sleepwalking,
sleep talking, and sleep eating—behaviors that are performed
routinely and automatically in daily life. Yet, sending a text mes-
sage is a more complex behavior than eating, talking, or walking.
It requires a person to select several options on a cell phone and
type the message. According to a Nielsen report on media trends
(2009), the average number of texts by young teens has gone up
566% in just 2 years. It is possible, therefore, that young people
who routinely send text messages may automate this behavior
so that it can be performed without much thought during sleep.
Yet, many sleep researchers believe that the message would not
be coherent or understandable if generated during sleep. How-
ever, there are several alternative explanations for sleep-texting.
It could be that the person simply does not remember sending
the text. Often, we may briefly awaken during the night and go
to the bathroom or answer the phone and not recall the incident
in the morning. Similarly, a person may wake up in the middle
of the night, text someone, go back to sleep, and not remem-
ber doing so, because the act didn't last long enough to enter
memory. It also is possible that a person regrets what he or she

sent in the text and uses “sleep-texting” as a rationale or excuse Eé
for the behavior. §
Although no studies have been published in the United <:<9
States on sleep-texting, research has documented the disrup- E‘S
tive effect of night texting on a person’s sleep cycle (Van den
Bulck, 2003, 2007). Many young people often sleep with their cell
phones right next to them. This vigilance to a “possible” incom-  deep sleep less likely. As a result, the person may be more tired

ing message as well as the vibration or sound that occurs when and less focused the next day. For this reason, it is recommended
amessage is received interrupt the natural sleep cycle and make  that people turn off their cell phones prior to sleeping.
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Night Terrors and Enuresis

Night terrors also occur during non-REM slow-wave sleep. Although night terrors can
occur anytime in one’s life, they are more commonly reported in children between the ages
of 4 and 12 and in older adults with various neurological and cognitive disorders such as
Parkinson’s disease and elderly dementia (Abad & Guilleminault, 2004). During night ter-
rors, children awaken in an apparent state of fear. Their heart rates and breathing are rapid,
and they may scream loudly and sit up in bed, wide-eyed with terror. People rarely recall the
incident in the morning (Hartmann, 1981). An attack may last 5 to 20 minutes. In the United
States, an estimated 1-6% of children experience night terror episodes. For adults, estimates
are less than 1% (American Psychiatric Association, 2000a).

Why night terrors occur 1s still a mystery, although the disorder does tend to run in fami-
lies (Guilleminault et al., 2003). Keep in mind that people who are having night terrors do
not know what is occurring. Simply reassure the person that everything is all right and to go
back to sleep. Night terrors are different from nightmares. Nightmares are brief scary dreams
that typically occur during REM sleep and are often recalled in vivid detail in the morning.

Enuresis 1s bedwetting, but it does not refer to the occasional nighttime bedwetting that
1s common among young children. Enuresis is diagnosed when a child who 1s at least 5 years
old wets his or her bed or pajamas at least twice a week over a 3-month period (American
Psychiatric Association, 2000a). It 1s estimated that 15-20% of 5-year-olds are diagnosed with
enuresis, but by adolescence the prevalence decreases to about 1%. Enuresis 1s more com-
mon in males and tends to run in families. Approximately 75% of children with enuresis have
biological relatives who had the disorder (Ondersma & Walker, 1998). Such a high percent-
age suggests that enuresis may be inherited. However, the behavior may also occur during
times of stress, such as when a new sibling is born or familial conflict is high, and may accom-
pany night terrors.

Enuresis occurs during slow-wave sleep when the child 1s extremely relaxed. The child is
unaware that he or she 1s wetting the bed, and he or she is not engaging in this behavior to
purposely or subconsciously frustrate and annoy his parents. Parents frequently ask, “Then
why doesn’t he wet the bed when he spends the night at other people’s houses?” The answer
1s that when children aren’t at home, they do not sleep as deeply—and therefore are not as
relaxed—so the bedwetting does not occur. Scolding or punishing a child seldom has any
effect on the bedwetting. In fact, scolding can potentially damage the child’s self-esteem and
the parent—child relationship. Several treatment methods are available, and most children
outgrow the behavior (A. K. Berry, 2006).

Gender and Ethnic Differences in Sleep

Sleep research has also investigated the degree to which gender and ethnicity influence sleep.
Several studies have found that men report needing less sleep than women to function at
their best and that women are more likely than men to sleep 8 hours or more. Women are
more likely than men to report insufhcient rest or sleep (McKnight-Eily et al., 2009), daytime
sleepiness, and needing 30 minutes or more to fall asleep (National Sleep Foundation, 2005;
Oginska & Pokorski, 2006). One research study (Adan & Natale, 2002) has also indicated
potential gender differences in the circadian rhythm of males and females. In the area of
sleep disorders, two consistent gender differences have emerged. Insomnia tends to be more
frequent in women (Morlock, Tan, & Mitchell, 2006; R. E. Roberts, Roberts, & Chan, 2006,
Voderholzer et al., 2003; B. Zhang & Wing, 2006), and snoring and sleep apnea are more
common in men (Jordan & McEvoy, 2003).

. Only a limited number of studies have compared sleep variables across ethnic groups.
night terrors very frightening non-REM

sleep cpisodes Those that have suggest that African Americans sleep worse than European Americans. They
|

report poorer sleep quality, more variation in sleep time, and taking longer to fall asleep (Dur-
nightmare a brief, scary REM dream that rence & Lichstein, 2006; McKnight-Eily et al., 2009; Nunes et al., 2008). However, African

is often remembered Americans are also more likely to live in urban areas, a variable that 1s associated with poorer
enuresis a condition in which a person sleep quality (Halg & Do, 2007). A§ian Americans were most likely of any ethpic group to say
over the age of 5 shows an inability to they get a good night’s sleep (National Sleep Foundation [NSF], 2010). African American,
control urination during sleep American Indian, and Hispanic adults are also at higher risk for sleep apnea, although these
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observed ethnic differences are mainly explained by a higher rate of obesity among these
groups (Florentino et al., 2006; NSF, 2010; Villaneuva et al., 2005).

In summary, sleep 1s as necessary to our survival as food and shelter. Sleep refuels our bod-
ies and minds, preparing us for the challenges of the next day. When we skip sleep, change
our sleep cycle, or experience disturbances in our sleep, we may feel irritable, less alert, and
tired the next day.

Let's
REVIEW n this section, we described why we sleep, what influences the amount of
sleep we need, and the stages we progress through on a typical night. We outlined several
theories of dreaming and described some common sleep disorders. For a quick check of your
understanding, try answering the following questions at increasing levels of difficulty.

1. Maria falls asleep during alert daytime activities. Maria would most likely be diagnosed with
which sleep disorder?

a. narcolepsy C. sleep apnea
b. insomnia d. enuresis

2. Ronnie has a dream that he is being chased by a golden goose. He is told that this reflects his

anxiety about impregnating women. This analysis represents the of his dream.
a. manifest content C. activation synthesis
b. latent content d. mental reprogramming

3.  Which of the following is not characteristic of REM sleep?

a. rapid eye movements c. shortening periods as the night progresses
b. paralysis of body musculature d. increased heart rate

C 2°giq e L SHIMSNVY )

LEARNING
. > OBJECTIVES
Hypnosis: REAL OR IMAGINED?
What Should You Know?
What is hypnosis? Can anyone be hypnotized? Is hypnosis fake? Are all psychologists ® Detail the experience of
hypnotists? Can a hypnotist make you do something outrageous, such as squawk like a hypnosis and explain several
chicken or get naked in a room full of people? Students often ask these questions about hyp- theories about how hypnosis

. . . . . . . . . occurs.
nosis. This section will describe the experience of hypnosis, explain several ideas about how

. ) . ® Distingui
hypnosis occurs, and delineate what hypnosis can and cannot do for you. Distinguish between what

hypnosis can and cannot do
for you.

The Hypnosis Experience

Not all psychologists are hypnotists, and not all hypnotists are psychologists. Hypnosis is

a method used by researchers and psychologists (and hypnotists) to create a state of height-

ened suggestibility in others. Typically, if you are undergoing hypnosis, you are asked to focus

on an object, an image, or the hypnotist’s voice. For several minutes, you are told that you are

getting sleepy and becoming more relaxed (Druckman & Bjork, 1994). You don'’t fall asleep—

though EEG brain-wave patterns of hypnotized people show an increase in alpha waves—

and this i1sn’t followed by the non-REM pattern of sleep stages discussed earlier (Grafhin,

Ray, & Lundy, 1995). After inducing you into this relaxed hypnotic state, the hypnotist makes

suggestions about what you are seeing, feeling, or perceiving. For example, one suggestion

might be to lift your left arm over your head. A more complex suggestion might be that your

eyelids feel as though they are glued shut and you cannot open them. Although accounts vary

widely, many hypnotized people report that they feel as though they are floating or that their

bodies are sinking. Under hypnosis, they remain in control of their bodies and are aware of  hypnosis a state of heightened
their surroundings (Kirsch & Lynn, 1995). suggestibility
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dissociation theory Hilgard's proposal
that hypnosis involves two simultaneous
states: a hypnotic state and a hidden
observer

Not everyone can be hypnotized. You
have to want to be hypnotized and
believe it will work for you.
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Hypnotic Susceptibility

Hypnotic susceptibility is the ability to become hypnotized. Some people have a low degree of
susceptibility—they cannot easily be hypnotized. Others have a high susceptibility, meaning
that they can easily be hypnotized. One well-known standard test for measuring the degree
to which people respond to hypnotic suggestions 1s the Stanford Hypnotic Susceptibility
Scale. The scale assesses your suggestibility to certain tasks while in a state of hypnosis with a
trained hypnotist. The tasks range from pulling apart your interlocked fingers to hallucinating
the presence of a buzzing fly.

Contrary to what you may see on television or in the movies, research using such measures
has found that not everyone can be hypnotized. The critical factor appears to be whether you
want to be hypnotized, rather than the skill of the hypnotist (Kirsch & Lynn, 1995). About
10% of adults are extremely difficult to hypnotize (Hilgard, 1982).

Can you be hypnotized against your will? No, you cannot be hypnotized against
your will. People who are easily hypnotized tend to be better able to focus their attention
(Crawford, Brown, & Moon, 1993; Egner, Jamieson, & Gruzelier, 2005; Raz, 2005), have
vivid imaginations (Silva & Kirsch, 1992; Spanos, Burnley, & Cross, 1993), and have posi-
tive expectations about hypnosis (Bates, 1994). Neuroimaging studies even document differ-
ences In brain activation between people who are highly hypnotizable and those who are low
in hypnotic susceptibility (Naish, 2010; Nash, 2005; Raz, Fan, & Posner, 2006). In Western
cultures, children between the ages of 8 and 12 are more susceptible to hypnosis than adults
(Bates, 1994). In some non-Western cultures, this childhood susceptibility does not dimin-
1sh in adulthood. It may be that achieving a trance state is more valued or widely accepted in
these cultures (C. Ward, 1994). Hypnotic suggestibility does not appear to be related to such
factors as intelligence, gender, sociability, or gullibility (Kirsch & Lynn, 1995), although in
one study (Page & Green, 2007), female undergraduates did score higher than males on the
Harvard Group Scale of Hypnotic Susceptibility.

Explaining Hypnosis: Is It an Altered State?

Currently, there are two theories explaining hypnosis: dissociation theory and the response
set theory. Erest Hilgard’s (1977, 1992) dissociation theory suggests that hypnosis is truly
an altered state of consciousness: a person feels, perceives, and behaves differently than in
a consclous state. To dissociate means to split or break apart. Hilgard maintains that under
hypnosis, your consciousness divides into two states. One level of your consclousness vol-
untarily agrees to behave according to the suggestions of the hypnotist. However, at the same
time, a hidden observer state exists. This hidden observer is aware of all that is happening.
We all engage in dissociation at times. Have you ever driven to a familiar location and
realized when you arrived that you couldn’t consciously remember driving there? Have you
ever dissociated 1n a class—paying attention to the lesson while at the same time doodling
or mentally organizing the rest of your day? If you have experienced any of these behaviors,
then you are familiar with the concept of dissociation. Hilgard believes that hypnosis works
in much the same way, allowing the person to attend to the hypnotist’s suggestions while still
being aware of what 1s happening through the
hidden observer.
\ y In a Class%c demon‘st?ation, Hil-
“ gard hypnotized participants and
suggested that they would feel no
pain. The participants were then
instructed to submerge their arms in
ice-cold water. When Hilgard asked
them whether they felt pain, the par-
ticipants replied “No.” However,
when they were asked to press a key
with their other hand if they felt pain,
the participants did so. On one level,
they agreed with the hypnotist that
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there was no pain, while at the same time a part of them indicated that there was pain (Hil-
gard, Morgan, & MacDonald, 1975).

Another view, the response set theory of hypnosis (Kirsch, 2000; Kirsch & Lynn, 1997;
Lynn, 1997), asserts that hypnosis is not an altered state of consciousness. Rather, hypnosis
1s merely a willingness to respond appropriately to suggestions. Several studies do support
that people’s response expectancies influence their responsiveness to hypnosis (Benham et
al., 2006; Milling, Reardon, & Carosella, 2006). Highly hypnotizable people enter hypnosis
with the intention of behaving as a “hypnotized person” and hold the expectation that they
will succeed in following the hypnotist’s suggestions. Their intentions and expectations trig-
ger their positive response to being hypnotized. Nonhypnotized participants show behaviors
similar to those of hypnotized people, such as behaving in strange ways or acting like a young
child, simply because they are willing to do what the hypnotist asks them to do (Dasgupta et
al.,1995; Kirsch, 1994).

The debate over whether hypnosis is truly an altered state continues (Holroyd, 2003;
Rainville & Price, 2003). Unfortunately, hypnosis has acquired the reputation for doing some
things that it cannot. Let’s look at these myths and realities of hypnosis.

What Hypnosis Can and Cannot Do

Can hypnosis cure your smoking addiction? Can hypnosis help you recover lost memories
from your childhood? A certain mystique surrounds hypnosis, leading some to believe that
it 1s similar to a magic spell that can cure all ills and bestow special powers. Psychological
research has investigated these issues in an attempt to separate fact from fiction. To date,
research reveals the following:

Relieving Pain. One of the best documented uses for hypnosis 1s pain relief (Clay, 1996;
Wiechman Askay & Patterson, 2007). Under hypnosis, clients relax, which reduces pain,
or distract themselves from the pain by focusing on more pleasant and pain-free scenar-
10s, or do both. Hypnosis has been used to minimize pain in childbirth, to block pain
during medical or dental treatments, and to relieve chronic pain from arthritis and from
migraine headaches (Chaves, 1994; Liossi, White, & Hatira, 2006; Nolan et al.,1995; Pin-
nell & Covino, 2000; VandeVusse et al., 2007). This pain relief 1s more pronounced for
people who have a high susceptibility to hypnosis (Bates, 1994). Effective pain relief also
can be achieved by nonhypnotic treatments such as deep relaxation training or distrac-
tion techniques (Chaves, 1989; D. R. Patterson et al., 2006). Hypnosis does not reduce
the sensation of pain. The pain 1s still there, but hypnosis changes a person’s subjective
experience of pain (Rainville et al., 1997).

Curing Addictions. Posthypnotic suggestions have proven less successful for treating ad-
dictions or self-control behaviors, even in people with a high susceptibility to hypnosis
(Bowers & LeBaron, 1986). Although hypnosis has been used as a treatment to stop smok-
ing, nail biting, overeating, gambling, alcoholism, and other addictions, it has proven no
more successful than other treatments at controlling these behaviors (Bates, 1994; J. P.
Green & Lynn, 2000). Self-control behaviors such as smoking and alcoholism are some of
the most difficult behaviors to change, as Charlie Parker’s story illustrates (Rabkin et al.,
1984).

Enhancing or Recovering Memory. One of the most controversial applications of hypnosis
has been in the area of memory enhancement. Research in this area has focused on two
key issues: age regression and recovered memories.

Can hypnos'ls help a person r?hve earlier chlldhood experiences? This is referr?d response set theory of hypnosis
to as age regression. Numerous studies on age regression demonstrate that under hypnosis, asserts that hypnosis is not an altered state
adults act the way they expect children to behave (Spanos, 1996). They may write, sing, or  of consciousness, but a cognitive set to

behave like a child, but it i1s more like an adult playing the role of a child. Their behavior ~ respond appropriately to suggestions. The

is not different from that of nonhypnotized people who are asked to behave like a child ~ Intenttobehave asa’hypnotized person”

and the expectation that one will succeed
(Nash, 1987). . ) o .
. . . in following the hypnotist’s suggestion
Can hypnosis help a person recall repressed events or information, such as from a  pecomes a response set that triggers the
crime scene or from one’s childhood? This is referred to as recovered memories. Being in a hypnotic response automatically.
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relaxed state may facilitate recall under certain circumstances. However, research reveals
WOmen that hypnotized people may also recall untrue events. For this reason, information gath-
ered under hypnosis 1s not permissible in a court of law in the United States, Australia, or

and Great Britain. People are more suggestible under hypnosis, and consequently their mem-
cigarettes- ories are more likely influenced by the suggestions, tone, hints, questions, and remarks of
" the hypnotist. They may recall just as many events that did not occur as events that did,

and they may also be more prone to distort information (Scoboria, Mazzoni, & Kirsch,
Are ou read 2006; Scoboria et al., 2002). For these reasons, the use of hypnosis in the area of memory
v v enhancement should be viewed with skepticism (H. B. Gibson, 1995; McConkey, 1995;

to QUIT? C. Perry, 1997).

Enhancing Physical Performance. Hypnosis does not create superhuman capacities. How-

HYPNOSIS is safe, rapid, ever, being in a relaxed state such as hypnosis can enhance physical performance. The
and profoundly effective. person can more readily visualize optimal performance and reduce self-doubt or nerves.
This enhancement can also be achieved through other techniques, such as deep muscle

In three easy sessions, | can relaxation and guided imagery (Druckman & Bjork, 1994).

assist you in freeing yourself

from the smoking habit, Decreasing Anxiety and Enhancing Psychotherapy. Hypnosis has proven useful in decreas-

ing fears and anxieties for people with a high susceptibility to hypnosis (Saadat et al.,

Day, evening, and weekend 2006). Clinicians sometimes use hypnosis in therapy to help their clients solve problems

appointments available. or cope with bodily symptoms such as headaches or stomach pains that appear to be

related to psychological stress. Hypnosis has been helpful in reducing pain and tension.

Fee: $275.00 Again, 1t 1s most effective for clients who have a high susceptibility to hypnosis (Kirsch,
Audio-cassette included Montgomery, & Sapirstein, 1995).

To summarize, hypnosis does not endow us with superhuman strength, allow us to reex-

certiﬂed clinical perience childhood events, cure addictions, or improve the accuracy of our memories. How-

. ever, hypnosis may be of some benefit in decreasing pain, promoting relaxation, and perhaps

va“otheraplst enhancing therapy for some people. These benefits are not universal. The person must want

to be hypnotized and have positive beliefs about hypnosis.

Hypnosis is no more effective than
other treatment approaches at curing
addictions. Let's
REVIEW n this section, we detailed the experience of hypnosis, explored two theories
about how hypnosis occurs, and discussed what hypnosis can and cannot do for you. For a
quick check of your understanding, try answering the following questions at increasing levels
of difficulty.

1. Research on hypnosis suggests that it is feast helpful for which of the following?

a. pain relief c. quitting smoking
b. reduction of anxiety d. childbirth

2. Which of the following statements about hypnosis is false?

a. Everyone can be hypnotized.

b. Hypnosis is real; people are not just faking it.

c. Memories recalled under hypnosis are not always accurate.

d. Not all psychologists agree as to whether hypnosis is an altered state of consciousness.

3. Cecilia has been hypnotized and told that she will not feel pain in her right hand. Her right hand
is then immersed in freezing cold water. According to the dissociation theory of hypnosis, what
part of Cecilia will report feeling pain?

a. the secret hypnotist ¢. the conscious self
b. the posthypnotic suggester d. the hidden observer

C P g€z L SHIMSNV )
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WHAT ARE THE EFFECTS OF PsycHOACTIVE DRuGs? IR
What Should You Know?
Psychoactive drugs are substances that influence the brain and thereby a person’s behav- ® Define tolerance and
1or, as illustrated in the opening stories of Charlie Parker and Andre Agassi. Over the past 25 dependence, and explain how
years, millions of teenagers and children in the United States have routinely been educated psychoactive drugs work.
about the effects of drugs. The most popular of these programs, Drug Abuse Resistance Edu- ¢ ;
cation, or DARE, began in 1983. Yet despite widespread education programs, many misper- stimulants, and hallucinogens,
. . . . . and describe the effects these
ceptions about drugs still exist. For example, name the three most widely used psychoactive types of drugs have on behavior.
drugs in American society. The three drugs most commonly used by Americans over the age
of 12 are alcohol, nicotine, and caffeine (see ® FIGURE 4.4)—substances that are all legal for
adults to use (Substance Abuse and Mental Health Services Administration [SAMHSA],
2009). We tend to overlook the abuse of these drugs and focus on 1llegal substances such as
cocaine and marijuana.
In 2008, 47% of people in the United States age 12 or older admitted to having tried an ille-
gal substance at some time in their lives (SAMHSA, 2009a). Exposure to alcohol and 1illegal
drugs prior to the age of 15 increases one’s risk of developing adult substance dependence,
herpes infection, early pregnancy, and crime (Odgers, Caspi, Nagin, et al., 2008). Illicit drug
use 1s highest among young adults between the ages of 18 and 25 and higher in males than in
females (SAMHSA, 2009a). Substance use in the United States also varies considerably by
ethnic group (@ Ficure 4.5; SAMHSA, 2009a). Multiracial, African American, and American
Indian/Alaska Native groups have the highest rates of current illegal drug use, and Asians
have the lowest. This section addresses the most frequently used drugs and their effects, and
describes how these drugs work and how they cause damage.

® |dentify depressants, opiates,

Drug Tolerance, Dependence, and Substance Abuse

In order to understand the effects of psychoactive drugs, it is important to establish the scien-
tific meaning of two specific drug terms: tolerance and substance dependence. Defining these
terms will help you understand the effects of different psychoactive drugs.

Tolerance has to do with the amount of a drug required to produce its effect. After psychoactive drugs substances
repeated use of a drug, 1t is usually the case that more and more of it is needed to achieve its ~ that influence the brain and thereby
initial effect (American Psychiatric Association, 2000a). For example, when someone first ~ thebehavior of individuals
drinks alcoh(?l, }}e or she may have one be‘er orone glz.iss of\yme and get a buzz from it. HQW— tolerance a condition in which after
ever, after drinking alcohol frequently, this person will require more beers or glasses of wine repeated use, more of a drug is needed
to achieve the same high. This person has increased his or her tolerance for alcohol. to achieve the same effect

Drug use ages 12 and over in 2008 [FIGURE 4.4 NS

{e)
100% ® Drug Use in the United States
90% Caffeine, alcohol, and nicotine (the
active ingredient in tobacco) are
0,
80% the three most commonly used
70% psychoactive drugs in the United States.
Source: SAMHSA, Office of Applied
60% Studies, National Survey on Drug Use
50% and Health, 2008.
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30%
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[ 3 Currently uses drug Ll Ever used drug
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However, as tolerance develops, the difference between a safe dose and a potentially
harmful dose, called the margin of safety, narrows. Some drugs (like barbiturates) have a
very narrow, or small, margin of safety; that 1s, their too-high, toxic dose differs only slightly
from their too-low, ineffectual dose. In order to obtain the same level of intoxication, a user
who has developed tolerance may raise his or her dose to a level that may result in coma or
death—the too-high, toxic dose.

Related to tolerance is substance dependence, which occurs when someone is either
physically or psychologically reliant on a drug’s effects. Charlie Parker’s 20-year use of alcohol
and heroin exemplifies this dependence. Typically, dependence is operating when the person
stops using the drug and experiences withdrawal symptoms. Withdrawal symptoms may
include physical symptoms such as vomiting, shaking, sweating, physical pain, hallucina-
tions, or headaches. People may also experience behavioral withdrawal symptoms when they
are deprived of responses or rituals, such as injecting a drug or lighting a cigarette, that help
them cope with negative emotions (Baker et al., 2006; S. Siegel, 2005). Not all drugs produce
the same withdrawal symptoms. In many cases, people continue to use a drug just to ward
off the unpleasantness of the physical withdrawal effects or emotional distress. Psychologists
typically use the term substance abuse to indicate that someone has lost control over his or
her drug use.

How Drugs Work: Biology, Expectations, and Culture

Psychoactive drugs alter your state of functioning by interfering with the normal workings of
the nervous system. How do psychoactive drugs affect brain functioning? Some drugs
slow down normal brain activity whereas others speed 1t up. Typically, drugs achieve these
effects by interfering with or mimicking neurotransmitters in the brain. Recall from Chapter
2 how neurotransmitters are released into the synapse. Neurotransmitters influence the activ-
ity of the nervous system, the functioning of the brain, and thus a person’s behavior. Some
psychoactive drugs act by blocking the reuptake of neurotransmitters as they are removed
substance dependence a condition from the synapse. The neurotransmitters remain in the synapse longer, affecting functioning
in which a person needs a drug in order to in a variety of ways. For example, the popular antidepressant drug Prozac inhibits the reup-
maintain normal functioning . . . s
take of the neurotransmitter serotonin, thereby affecting one’s mood and sleep. Other drugs

withdrawal symptoms physical or mimic the properties of neurotransmitters by attaching to their receptor sites (Stahl, 1996).
behavioral effects that occur after a person For example, drugs such as morphine and codeine relieve pain by mimicking the effects of
stops using a drug the neurotransmitter endorphin.

substance abuse |oss of control over Do psychological factors such as the environment and expectations influence a
one’s drug use drug’s effect? Yes, they do. Exposure to stress or trauma increases a person’s vulner-
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ability to drug dependence (Goeders, 2004; Rohrbach et al., 2009).
Environmental stimuli such as where a drug is taken or whether drug
paraphernalia are present become associated with drug taking and
later trigger the craving for the drug sensation (Crombag & Robin-
son, 2004; S. Siegel, 2005). Playing at jazz clubs where alcohol was
in abundance could have likely been a trigger for Charlie Parker’s
alcoholism. If you expect a drug to alter your behavior in a particular
way, you are more likely to change your behavior to fit your expecta-
tions. For example, in several studies people who believed that they
had consumed alcohol behaved as if they had been drinking alcohol
(Leigh, 1989). Whether or not they had actually consumed it, their
behavior was influenced by their expectations about the effects of
alcohol. They reported strong sexual fantasies or drove more reck-
lessly when they thought they had been drinking alcohol (Abrams &
Wilson, 1983; McMillen, Smith, & Wells-Parker, 1989). Several stud-
ies have shown that people who believe that alcohol will help them
handle stress better are more likely to develop drinking-related prob-
lems (M. L. Cooper et al., 1992; Schuckit, 1998).

One’s culture also influences drug use. For example, rates of alcohol
abuse are very low in China, where traditional beliefs scorn alcohol use
or behaving as if one is under the influence of alcohol. People in China
are not only less likely to drink alcohol, they are also less likely to adver-

tise the fact that they have been drinking. In contrast, Korean men have a high rate of alcohol s the behavior of these fans due
to alcohol or to their cultural

expectations of alcohol?

abuse, and Korean Americans have higher rates of alcohol use than other Asian subgroups
(SAMHSA, 2006). Their culture encourages drinking in social situations (Helzer & Canino,
1992).

How might North American attitudes toward alcohol influence your expectations about
drinking alcohol and its effect? Drinking beer while you watch sports events such as football,
baseball, and hockey is an accepted custom. Advertisers capitalize on this cultural “value” by
depicting sports fans having a great time drinking beer at a game. Therefore, when you attend
a football, baseball, or hockey game—or watch it on television—you may feel compelled to
have a beer. You may be more likely to cheer, yell, and blow off steam because you believe
that you are expected to behave this way. Culture and expectations, therefore, can influence
the use and actual effects of drugs.

The variety of psychoactive drugs in use today can be classified into four main groups:
depressants, opiates, stimulants, and hallucinogens. ® THE BIG PICTURE REVIEW provides a sum-
mary comparing the effects of these drugs. We'll begin with depressants.

Alcohol and Other Depressants

Depressant drugs interfere with brain functioning by inhibiting or slowing normal neural
functioning. In low doses, depressants often cause a feeling of well-being, or a “nice buzz.”
Anxiety 1s reduced when the nervous system slows down. This may be why many people
mistakenly believe that alcohol 1s an “upper.” In high dosages, depressants can cause black-
outs, coma, or death. The deaths of Anna Nicole Smith, Heath Ledger, and Michael Jackson
were attributed in part to overdoses of depressants. Depressants are usually grouped into
alcohol, barbiturates, and sedatives.

Health Effects of Alcohol

Atfter cancer and heart disease, alcoholism is the third leading health problem in the United

States today (Centers for Disease Control and Prevention [CDC], 2004a). It is estimated that

excessive alcohol consumption costs Americans more than $185 billion per year because of

its negative effects on health and the ability to work (Harwood, 2000). Hundreds of thou-

sands of lives are lost each year as a result of alcohol-related crimes and accidents (Rivers,

1994). Despite these statistics, alcohol remains one of the most popular drugs worldwide  depressants drugs that inhibit or slow
(Alvarez, Delrio, & Prado, 1995). down normal neural functioning
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e
S1a ) Psychoactive Drugs
_;)J\Sr_jl’J_B_:l review and Their Effects

The four groups of substances most often leading to substance dependence are (1) depressants, (2) opiates, (3) stimulants,
and (4) hallucinogens.

TRADE NAMES MEDICAL ROUTE OF
SUBSTANCE USES ADMINISTRATION MAIN EFFECTS
Depressants
Alcohol Beer, wine, liquor Antidote for Oral, topical Relaxation; lowered inhibi-

Barbiturates

Nembutal, Seconal, Pheno-
barbital; Barbs

methanol poison-
ing, antiseptic

Anesthetic, anti-
convulsant, seda-
tive, relief of high
blood pressure

Injected, oral

tions; impaired reflexes,
motor coordination, and
memory

Anxiety relief, eupho-
ria, severe withdrawal
symptoms

Benzodiazepines Librium, Rohypnol, Valium, | Antianxiety, Injected, oral Anxiety relief, irritability,
Xanax, roofies, tranks sedative, sleeping confusion, depression,
disorders sleep problems
Opiates
Codeine Tylenol with codeine, Pain relief, Injected, oral Euphoria, constipation,
Fiorinal with Codeine antitussive loss of appetite
Heroin Horse, smack None Injected, smoked, sniffed Euphoria, pain control,

constipation, loss of
appetite

Cocaine coke, crack, rocks, snow, | Local anesthetic; | Injected, smoked, sniffed Increased energy, excita-
blow vasoconstrictor in tion, insomnia, loss of
Europe appetite, mood swings,
delusions, paranoia, heart
problems
T
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Methadone Amidone, Methadose Pain relief, treat- | Injected, oral Relief from withdrawal
ment for opiate symptoms, constipation,
dependence loss of appetite

Morphine Roxanol Pain relief Injected, oral, smoked Euphoria, pain control

Opium Laudanum; Dover’s Pain relief, Oral, smoked Euphoria, pain control

Powder antidiarrheal
Stimulants
Caffeine Coffee, tea, soda, choco- Treatment Oral Alertness, insomnia, loss
late, energy drink for migraine of appetite, high blood
headaches pressure
Nicotine Nicorette gum, Nicotrol; Treatment Smoked, sniffed, oral, Alertness, calmness, loss of
cigars, cigarettes, snuff | for nicotine transdermal appetite
dependence
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Psychoactive Drugs
and Their Effects (continued)

TRADE NAMES MEDICAL ROUTE OF
SUBSTANCE USES ADMINISTRATION MAIN EFFECTS
Amphetamine Dexedrine; Black beau- ADHD, obesity, Injected, oral, smoked, Increased alertness and
ties; crosses narcolepsy sniffed energy, insomnia, loss
of appetite, delusions,
paranoia
Methamphetamine Crank, crystal, ice, meth | ADHD, short-term | Injected, oral, smoked, Mood elevation, alertness,
aid to weight loss | sniffed insomnia, loss of appetite,

anxiety, paranoia

MDMA Adam, Ecstasy, XTC None Oral Increased insight and emo-

tion, muscle tension, sleep
= - problems, anxiety, paranoia

Hallucinogens

Marijuana Grass, herb, pot, reefer, | Glaucoma, Oral, smoked Relaxation, altered percep-
weed, sinsemilla nausea from tions, sleep problems,
chemotherapy paranoia, amotivation
Phencyclidine PCP; Angel dust, hog Anesthetic Injected, oral, smoked Euphoria, unpredictable
(veterinary) moods, hostility
LSD Acid, microdot None Oral Altered perceptions, distor-

tion of senses, panic reac-
tions, flashback effects

Alcohol affects the neurotransmitter GABA, which 1s related to anxiety levels. In low dos-
ages, alcohol may make one feel more sociable and relaxed. Alcohol also depresses the func-
tioning of the cerebral cortex. So, in addition to feeling calm and relaxed, we are more likely
to shed our inhibitions in regard to our thoughts and behaviors (Koob & Bloom, 1988; Stahl,
1996). When we drink alcohol, we are more willing to be silly or aggressive, share our emo-
tions, or engage in behaviors that we would think twice about if we were sober.

Alcohol also nhibits the functioning of the brain stem, impairing motor functioning and
coordination. Reaction time and reflexes are slowed. When your tolerance is exceeded, your
speech becomes slurred and your judgment 1s impaired. It 1s also harder for your brain to sus-
tain attention, process information, and form new memories (Givens, 1995; Tsai, Gastfriend,
& Coyle, 1995; Sayette, Reichle, & Schooler, 2009). Alcohol may cause memory blackouts—after
a heavy night of drinking, you may not remember the events of the night before. Alcohol also
reduces the time spent in REM sleep, which as we have discussed plays a pivotal role in mem-
ory processing. Alcohol may make you drowsy, and you may even pass out, but the type of
sleep you are getting in this state 1s not the type of sleep you need. Chronic alcoholism can lead
to Korsakoff’s syndrome, a memory disorder caused by a deficiency of vitamin B (thiamine). A
person who 1s an alcoholic often substitutes alcohol for more nutritious foods, which results in
numerous vitamin deficiencies. Unfortunately, these memory deficits tend to be irreversible.

Because drinking alcohol results in reduced nhibitions, people are more likely to engage in
sexual activity (A. Cooper, 2002; K. C. Davis et al., 2009; Patrick & Maggs, 2009). But alcohol
impairs sexual performance. It makes it more difficult for a male to get and maintain an erec-
tion. The ability to achieve orgasm 1s also hampered by the effects of alcohol. We may think
and feel that we are better lovers when under the influence of alcohol, but in reality we are not.
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Women who drink alcohol heavily during
pregnancy put their unborn child at risk for
fetal alcohol syndrome (FAS). Ingested
alcohol does cross the placenta. Children
born with FAS tend to have low birth weight;
exhibit limb, head, and facial deformities; and
suffer brain abnormalities that retard intellec-
tual functioning and cause difficulties in learn-
ing, memory, problem solving, and attention
(Ikonomidou et al., 2000; Kumada et al., 2007,
N. K. Young, 1997). Because of the negative
effects of alcohol on prenatal development,
even moderate drinking during pregnancy is
not recommended.

: = Does everyone experience the same
L _ r effects from alcohol? No. The degree to
Sy Which each of us experiences these effects
depends on several factors. For example,
alcohol has either more or less effect depend-
ing on your tolerance level: the higher your

© Blend Images/Alamy

Alcohol’s effect on motor coordination

tolerance, the more alcohol you can consume before feeling its effects. Another factor is
can be seen in a police sobriety test.

the rate of consumption. The faster you drink, the faster the alcohol 1s absorbed into the
blood, increasing the alcohol’s effect. Gender influences alcohol’s effect as well. Metabolic
and weight differences between males and females make it easier for male bodies to tolerate
higher levels of alcohol (York & Welte, 1994). ® TABLE 4.2 details the typical effects of certain
blood alcohol concentrations.

Alcohol and Genetics

Research suggests a possible genetic factor in alcohol’s effect (Stacey, Clarke, & Schumann,
2009). Studies of twins show that if one identical twin is an alcoholic, the other twin has

TABLE 4.2

® Typical Effects of Blood Alcohol Concentrations (BAC) Alcohol intoxication varies greatly among
individuals. Some people become intoxicated at lower blood alcohol concentration levels.

.02-.03  Slight euphoria and loss of shyness; light-headedness. Depressant effects of alcohol
are not yet apparent.

.04-.06 Feelings of well-being, relaxation, and lowered inhibitions; minor impairment of
reasoning and memory; lowered alertness

.07-.09 Feelings of well-being; slight impairment of balance, speech, vision, reaction time,
and hearing; reduced judgment and self-control; impaired reasoning and memory

.10-.125  Significant impairment of motor coordination; loss of judgment; slowed thinking;
slurred speech; impairment of balance, vision, reaction time, and hearing

.13-.15  Gross motor impairment and lack of physical control; blurred vision and major loss of
balance; severely impaired judgment. Feelings of well-being are reduced.

.16-.20 Anxiety, restlessness, sadness; nausea and vomiting; feeling dazed and confused;

blackouts
.25 Severely impaired physical and mental abilities; increased risk of injury by falls or
accidents
fgtal alcqhol syndrome (FAS) a .30 Stupor; little comprehension of whereabouts; loss of consciousness
birth condition resulting from the mother’s
chronic use of alcohol during pregnancy 35 Possible coma
that is characterized by facial and limb A0+ Onset of coma; possible death due to respiratory arrest

deformities and intellectual impairment
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almost a 40% chance of developing a drinking problem. Rates for fraternal twins are much
lower (Prescott et al., 1994). Research on sons of alcoholic fathers also suggests a possible
genetic predisposition to alcohol dependence. The sons are likely to have an overall higher
tolerance for alcohol, requiring more alcohol before feeling its effects, and are therefore at
greater risk for abusing alcohol (Schuckit & Smith, 1997). More recently, researchers have
located specific strands of genes that regulate the function of GABA. These genes vary across
families with multiple members who have alcohol problems and may contribute to a person’s
vulnerability to alcoholism (Edenberg & Foroud, 2006; Krystal et al., 2006; Soyka et al., 2008).

Cultural studies also support a possible genetic link. For instance, in some ethnic groups
such as Japanese and Chinese, drinking alcohol can cause facial flushing. This sudden red-
dening of the face 1s a genetic trait that rarely occurs in Europeans. The physical and social
discomfort of facial flushing tends to reduce the rate of alcohol consumption and alcoholism
in these groups. People 1n ethnic groups that do not experience facial flushing are more likely
to become alcoholics (Helzer & Canino, 1992).

Alcohol and Ethnicity in the United States

Patterns of drinking also vary across ethnic groups in the United States. National surveys and
studies of adult community samples have generally found the highest drinking levels among
European Americans, multiracial Americans, and American Indians, followed by Latino/
Hispanic Americans. The lowest drinking levels are for African Americans and Americans
of Asian Indian descent (Herd, 1990, 1994; SAMHSA, 2009a). These findings are consistent
with drinking patterns among college and secondary school students as well (Skager, Frifth, &
Maddahian, 1989; Welte & Barnes, 1987; SAMHSA, 2009a). European American, American
Indian, and Latino/Hispanic American college students tend to binge drink in higher num-
bers than do African American and Asian American students (SAMHSA, 2009a). Gender
differences in drinking among most ethnic minorities parallel those found in the majority
culture: males typically consume more alcohol and do so more often than females (Mooney
etal., 1987; SAMHSA, 2009a; Welte & Barnes, 1987).

(Can we assume that ethnicity 1s the cause of these differences in alcohol use? The answer
1s no. These findings are correlational, not causal (a person’s ethnicity doesn’t cause his or her
rate of alcohol consumption), and causal conclusions cannot be drawn from correlational
data (Chapter 1) because factors other than ethnicity may be operating. Thus, these findings
should be interpreted with caution. Each ethnic group 1s highly diverse. Hispanic Americans
include groups whose ancestors originated from such diverse regions as Central America,
Puerto Rico, Cuba, Spain, Mexico, and South America. Asian Americans include groups
originating from China, Japan, Korea, and Vietnam. Drinking levels and frequency within
each subgroup may differ. For example, Cuban Americans consistently report more use of
alcohol than other Hispanic groups (SAMHSA, 2006). Reported alcohol use among Japa-
nese Americans and Korean Americans over the age of 12 is higher than for Chinese Ameri-
cans and Vietnamese Americans (SAMHSA, 2006). Moreover, attitudes toward alcohol may
vary considerably within these subcultures, influencing the level of drinking. Broad-based
national surveys fail to consider such diversity when compiling data on alcohol consumption
(J. Jung, 2001).

Alcohol use also varies across social classes. This factor is not typically controlled for when
studying rates of alcohol use among different ethnic groups (J. Jung, 2001). For example,
African American men from lower socioeconomic levels report more drinking problems than
do European American men from lower socioeconomic levels. The reverse appears to apply
at higher socioeconomic levels—European American males report more drinking problems
than African American males do (M. C. Jones, Webb, Hsiao, & Hannan, 1995). Conse-
quently, one cannot tell whether the differences in alcohol use are due to socioeconomic level
or ethnicity.

Many other factors also may play a role in ethnic differences in alcohol use, including edu-
cation level, urban-rural differences, and the impact of having minority status in a majority
culture. Environmental factors such as learning also play a role. Children of alcoholics have an
increased risk of developing alcoholism that cannot be attributed solely to genetics. As adults,
they are more likely to cope with personal or work-related stress by imitating the behavior of
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their alcoholic parent (Blane, 1988; Riv-
a5 ers, 1994). Clearly, the effects of alcohol
and whether or not one becomes an
abuser of alcohol depend on the inter-
action among genetic, cultural, individ-
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ual, and environmental factors.

Social Costs of Alcohol Use

Alcohol dependence 1s devastating
to individuals, families, and society
in general. According to the National
Highway Traffic Safety Administration
(NHTSA), almost 32% of all traffic
deaths in the United States are alco-
hol-related (NHTSA, 2008). Alcohol-
impaired driving is highest for people
between the ages of 21 and 24 and more
common for males than for females
(CDC, 2002; Chou et al., 2006). More
than half of rapists report that they
drank alcohol before committing their
crime. In college campus surveys, alcohol plays a role in the majority of sexual assaults and
rapes. More than half of spousal abuse incidents involve alcohol (J. Adler & Rosenberg, 1994;
Camper, 1990; Seto & Barbaree, 1995). Millions of children who live with alcoholic parents
are also seriously affected. High levels of conflict—as well as physical, emotional, and sexual
abuse —are likely in these households (Mathew et al., 1993). Alcohol abuse also has eco-
nomic costs. Alcohol abuse 1s associated with excessive absenteeism, lost productivity at
work, and higher rates of on-the-job injury. Recall that Charlie Parker often missed many per-
formances and experienced several divorces due in part to his alcohol use. These costs also
tend to be significantly higher for heavy drinkers (C. A. Fisher et al., 2000; Gorsky, Schwartz,
& Dennis, 1988; S. Jones, Casswell, & Zhang, 1995). Alcohol-related car accidents cost about
$51 billion each year in the United States (Blincoe et al., 2002). Alcohol, contrary to the beer
commercials, 1s indeed dangerous to our health and our society.
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Alcohol has devastating effects on
families.

Barbiturates and Sedatives

Barbiturates, commonly called “downers,” are a category of depressants that are typically
prescribed to reduce anxiety or to induce sleep. Well-known barbiturate drugs include
Nembutal and Seconal. Sedatives or tranquilizers are also prescribed to reduce anxiety.
They include a class of drugs called the benzodiazepines, including Valium and Xanax. Both
types of depressants have effects similar to alcohol. In small dosages, they slow the nervous
system, promoting relaxation. In high dosages, though, they severely impair motor func-
tioning, memory, and judgment. Like alcohol, these drugs influence the functioning of the
neurotransmitter GABA (Barbee, 1993). When these drugs are taken in combination with
alcohol, they are potentially lethal because they can cause suppression of those brain areas
that control breathing and heart rate, which can lead to unconsciousness, coma, or death.

You may have heard of the tranquilizer called Rohypnol (“roofies”), commonly known
and used as a date rape drug. It 1s placed in a woman’s drink at a party or club without her
knowledge or consent, and the combined effect of alcohol and Rohypnol renders her uncon-
scious. In this state she is then sexually assaulted or raped. In the morning, because of the
drugs’ effects on memory, she may not recall the event (Navarro, 1995).

When used as prescribed, barbiturates and sedatives can be helpful in the short-term
treatment of anxiety disorders and sleeping problems such as insomnia. However, over the
long term, there 1s a risk of dependence. Long-term use of barbiturates actually alters sleep
patterns, lessening time spent in REM sleep (Kales & Kales, 1973). Severe emotional depres-
sion also may set in, increasing the risk of suicide. Long-term use of tranquilizers leads to
memory loss and actually heightens anxiety. When the effect of the drug has worn off, the
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body goes into “overdrive” to overcome its depressing effects (McKim,
1997). Withdrawal from these drugs can be brutal and includes convulsions,

hallucinations, and intense anxiety.

Opiates (Narcotics): Morphine, Codeine,
Opium, and Heroin

The opiates, or narcotics, are drugs that are used to treat pain by mimicking
pain-inhibiting neurotransmitters in the body such as endorphins. Opiates
include morphine, codeine, opium, and heroin, although heroin and opium
are not considered or prescribed as a medicine. While depressing some brain
areas, these drugs create excitation in other brain areas. In addition to block-
ing pain, they produce a feeling of pleasure that 1s almost like floating on a
cloud or being in a dreamlike state (Bozarth & Wise, 1984). The opiates are
extremely addictive, causing dependence within a few weeks. When you take
opiates, your brain recognizes an abundance of pain inhibitors in the body
and decreases its own production of endorphins. So when the effect of the
opiate wears off, you feel your earlier pain and the absence of pleasure, and
you will want another, larger dose (Hughes et al., 1975; Zadina et al., 1997).
It is for this reason that narcotic administration 1s so closely monitored by
health professionals.

Physical withdrawal symptoms related to opiate use include hot and
cold flashes, cramps, sweating, and shaking. These symptoms typically last
anywhere from 4 to 7 days, but they are not life-threatening. What s life-
threatening 1s the risk of overdose. Street concentrations of narcotic drugs
such as heroin and opium can vary widely. In addition, a person’s sensitiv-
ity to opiates—either self-administered or medically given to prevent withdrawal
symptoms—may fluctuate on a daily basis (Gallerani et al., 2001). The user never
knows, therefore, if the concentration of drug he or she is taking will exceed the
body’s ability to handle it. There 1s an added risk of contracting HIV/AIDS and

hepatitis C from using contaminated needles because opiates are often injected

IMPictures/FilmMagic/Getty Images

Into a vein.
Currently, many heroin addicts are treated with the chemical methadone or

buprenorphine. Each reduces the unpleasantness of the withdrawal symp-
toms yet does not produce the intense high of heroin. They are both equally
effective in treating heroin dependence (Fiellin, Friedland, & Gourevitch,

2006; Payte, 1997; Vigezzi et al., 2006).

Stimulants: Legal and Otherwise

The stimulants include drugs that interfere with brain functioning by

speeding up normal brain activity. Five stimulant substances we will
review are caffeine, nicotine, cocaine, amphetamines, and MDMA (Ecstasy).
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Caffeine: Java Jitters The combined effects of pain
Do you consider caffeine a drug? Because many of us wake up each morning reaching forthat ~ medications and depressant drugs
cup of coffee or that can of Monster or Red Bull to get us going, we may not even consider ~ Vere @ major factor in the accidental
caffeine a mind-altering drug. Yet, caffeine is a psychoactive drug because of its effects on deaths of Heath Ledger and Michael
the brain. It is perhaps the most frequently used psychoactive drug in the world. Caffeine Jackson.

1s an active ingredient in coffee, tea, sodas, some energy drinks, chocolate, migraine head-

ache medications, and some diet pills. It stimulates the brain by blocking neurotransmitters

(primarily adenosine) that slow down our nervous system and cause sleep (Julien, 1995). In

small doses, caffeine gives us a boost, keeping us more alert and helping us focus. It helps ~ ©Ppiates painkiling drugs that depress
problem solving and decreases reaction time (Warburton, 1995). However, in large doses, ~ $°Me brain areas and excite others
caffeine can “wire” you, causing insomnia, upset stomach, racing heartbeat, nervousness, stimulants drugs that speed up normal
and 1rritability. There are increasing reports of “caffeine intoxication” resulting from the use  brain functioning
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The caffeine content of energy

drinks varies, with some containing
the equivalent of 14 cans of Coca-
Cola, which can result in “caffeine
intoxication”—nervousness, anxiety,
restlessness, insomnia, upset stomach,
tremors, rapid heartbeat, and in rare
cases, death.

© Richard Levine/Alamy

of energy drinks as well as the mixing of energy drinks high in caffeine with alcohol, increas-
ing alcohol-related injuries such as falls and car accidents (Reissig, Strain, & Griffiths, 2009).

Regular caffeine use can lead to dependence. If you suddenly stop drinking coffee or
kick your cola habit, you will likely experience headaches, irritability, tiredness, and flu-
like symptoms (Schuh & Griffiths, 1997). These withdrawal symptoms, even if they aren’t
severe, can last a week. Excessive caffeine use increases the risk of high blood pressure and
encourages the development of fibroid cysts in women’s breasts. Pregnant women in par-
ticular should reduce caffeine intake because high amounts of caffeine are associated with
an increased risk of miscarriage and have been linked with birth defects (Infante-Rivard
etal., 1993). As you can see, caffeine is a potent psychoactive drug. An even more potent
stimulant 1s nicotine.

Nicotine: A Really Bad Habit

Nicotine is an addictive substance

that makes it difficult for young Nicotine, the active ingredient in tobacco and the source of a smoker’s craving for cigarettes,
people to quit smoking once they 1s a powerful stimulant. Tobacco use 1s the most preventable cause of death in the United
have started. States. More than 440,000 deaths result each year from tobacco use,

at an annual price tag of more than $193 billion in health-related eco-
nomic costs (CDC, 2008¢). Tobacco use has been linked to lung can-
cer, throat cancer, emphysema, and heart disease (Noah & Robinson,
1997). Women who smoke during pregnancy reduce the flow of oxygen
to the fetus. Their babies tend to be irritable, have respiratory problems,
and have lower birth weight (Rosenblith, 1992).

Most adult smokers started smoking before the age of 18, and every
day more people under the age of 18 become regular smokers (® FiG-
URE 4.6) (Johnston et al., 2009a). Although the percentage of people in
the United States who smoke has decreased considerably over the last
50 years, 23.1% of adult men and 18.3% of adult women continue to
smoke regularly (CDC, 2009a). The percentages are significantly higher
for adults ages 21-29 years (37%) (SAMHSA, 2009a). American Indi-
ans have the highest rates of tobacco use, and African American and
Southeast Asian men have high rates of smoking. Asian American and
Hispanic women have the lowest rates (CDC, 2006; SAMHSA, 2009a).

© Penny Tweddie/Getty Images
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Why is nicotine so addictive? Much of nicotine’s allure comes from its effect on the
brain. Nicotine affects several neurotransmitters. It influences acetylcholine and glutamate
such that in low doses, nicotine improves attention and memory (McGehee et al., 1995).
Nicotine also elevates dopamine levels, leading to feelings of pleasure and reward (Pido-
plichko et al., 1997). In high doses, nicotine causes vomiting, diarrhea, sweating, and dizzi-
ness. Yet users quickly develop a tolerance to nicotine.

The U.S. Food and Drug Administration ofhicially named nicotine an addictive substance
in 1997 because users can become dependent, often in just a few days. Withdrawal from
chronic nicotine use rivals withdrawal from other abused drugs such as cocaine, morphine,
and alcohol (Epping-Jordan et al., 1998). Withdrawal symptoms, lasting anywhere from 2
to 6 weeks, include headaches, irritability, stomach upset, difficulty sleeping, and an intense
craving for the drug. This helps explain why it is so hard for people to stop smoking. Although
3 out of every 4 smokers have tried to quit, only 2 out of 10 succeed. High relapse rates occur.
On average, 1t takes smokers four to five attempts at quitting before they succeed (Jarvik,
1995). This indeed illustrates the power of dependence.

Cocaine and Crack

In 2009, Adam Goldstein, known as D] AM, was found dead in his New York City apartment
due to the combined effects of cocaine and sedatives. Quiet Riot singer Kevin DuBrow, 52,
was found dead in his Las Vegas home due to an accidental cocaine overdose. Supermodel
Kate Moss’s battle with cocaine addiction also has played itself out in the media. Cocaine
and its derivative, crack, are powerful and dangerous stimulant drugs. Snorted, smoked, or
injected, cocaine is quickly absorbed into the body and thus reaches the brain rapidly. Crack
1s powdered cocaine mixed with water and other additives that 1s then boiled until a solid
mass forms. It is broken into rocks and smoked with a long glass tube called a crack pipe.
Inhaling the smoke delivers large quantities of the drug to the lungs and produces an intense
and immediate high.

What does cocaine do to the brain? Cocaine, in all its forms, blocks a protein called
the dopamine transporter (DAT'), which helps the reuptake of dopamine into the neuron
(Chapter 2). Because reuptake 1s blocked, free dopamine in the brain increases. Cocaine also
affects norepinephrine and serotonin transporter proteins in a similar way, but its action on
the dopamine system is generally thought to be the most important (Hummel & Unterwald,
2002; Nestler, 2006; J. M. Williams & Galli, 2006). The buildup of dopamine produces an
instant surge of arousal, a feeling of pleasure and optimism. Appetite decreases, but heart
rate, blood pressure, and alertness increase. Used in low doses, the effect of cocaine is short-
lived—lasting roughly 10 to 30 minutes. However, users typically repeat doses, making its
effect last longer. When the effect of the cocaine wears off, the person “crashes,” showing
decreased energy and depressed mood. This low creates an intense craving for the drug
that sets up a cycle of continued use and dependence (Gawin, 1991). High doses of cocaine
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(relative to one’s tolerance) can cause paranoia, sleep-
lessness, delusions, seizures, strokes, and potentially
cardiac arrest (Lacayo, 1995). Users who are dependent
on cocaine may lose interest in their usual friends and
activities, lose weight, and have chronic sore throats
and difficulty sleeping; there may also be a noticeable
change in their finances.

Health effects of repeated use of cocaine also include
chronic nosebleeds, damage to nasal cartilage (from
snorting), and respiratory and heart problems. Mis-
carriages are common for pregnant women who use
cocaine. If the pregnancy continues, the infant is more
likely to be born premature and, as a newborn, must be
weaned from the effects of the drug. However, the long-
term 1mpact of prenatal exposure to cocaine continues
to be in question. Earlier research indicated that by
school age, children with prenatal exposure to cocaine
were more likely to be hyperactive and to show delayed
language learning and disorganized thinking (Konkol et al., 1994; B. M. Lester, Corwin et
al., 1991; Mayes et al.,1996). However, more recent research suggests that the home envi-
ronment may play a stronger role in a child’s development than prenatal cocaine exposure

(R. E. Arendt et al., 2004; Hurt et al., 2005; Kilbride, Castor, & Fuger, 2006). For example,
Hurt and colleagues (2005) have followed a group of 135 urban schoolchildren, 62 with
prenatal exposure to cocaine and 73 without. Now in the fourth grade, children from both
groups have shown similar poor school performance. In both groups, children with

successful school performance were more likely to have come from better home
environments regardless of prenatal cocaine exposure.

Amphetamines

Amphetamines, called “uppers” or “speed,” have effects similar to those of cocaine.
However, the high produced by these drugs is less intense but generally lasts lon-
ger (a few hours). At one time amphetamines such as Dexedrine, Methedrine,
and Benzedrine were widely prescribed for weight loss and depression. So many
people became dependent on them that their use is now limited to treating people
with narcolepsy and children who are diagnosed with attention deficit hyperactiv-
ity disorder (ADHD). They may be abused in these situations as well, and other

People pay a high price for using
stimulant drugs. Adam Goldstein,
“DJ AM, died from an overdose of
cocaine and sedatives. Supermodel
Kate Moss was dropped from several
ad campaigns after photos of her
allegedly snorting cocaine were
revealed by the media.
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medications are available for these conditions.

Currently, the most abused form of amphetamine 1s methamphetamine, commonly called
crystal meth, crystal, ice, chalk, or crank. This 1s the drug that Andre Agassi used. Metham-
phetamine use 1s the fastest-growing drug problem in much of the United States. According to
the 2008 National Survey on Drug Use and Health (NSDUH), 5% of the U.S. population age
12 or over has used methamphetamine at least once (SAMHSA, 2009a). Approximately 4.1%
of college students and 8.3% of young adults between the ages of 19 and 28 have tried metham-
phetamine (National Institute on Drug Abuse [NIDA] & University of Michigan, 2000).

How is methamphetamine made? Methamphetamine is easily “cooked” in labs with
a varlety of easily available ingredients. Pseudoephedrine, the main chemical ingredient in
methamphetamine, 1s a key component of cold remedies such as Sudafed. The pseudo-
ephedrine 1s combined with other chemicals readily available in gasoline, rubbing alcohol,
pool cleaning supplies, or drain cleaners to produce methamphetamine. Methamphetamine
can be injected, snorted, smoked, or ingested orally. To reduce the number of meth labs in
the country, the Combat Methamphetamine Epidemic Act of 2005, passed in 2006, placed
national restrictions on the sales of pseudoephedrine. It is no longer available on open
shelves; purchasers must sign a sales log, must show identification, and can buy no more
than 3.6 grams a day and 9 grams a month (Government Printing Office, 2006).

Methamphetamine, like cocaine, affects dopamine, serotonin, and norepinephrine levels
in the brain (Volkow etal., 2001). As we saw in Andre’s behavior, the result is enhanced mood
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and pleasure, energy, alertness, and reduced appetite. Heart rate and blood pressure also
increase. Like cocaine, methamphetamine leads to a crash to low energy levels, paranoia, and
depressed mood when the effects of the drug have subsided. However, methamphetamine
remains present in the brain longer than cocaine. It not only blocks the reuptake of dopamine
but also increases the release of dopamine, leading to a more toxic effect on the central ner-
vous system (NIDA, 2006b). Continued use results in insomnia, paranoia, agitation, confu-
sion, violent behavior, memory loss, and dependence. Methamphetamine use can also cause
strokes, cardiovascular problems, and extreme anorexia. An overdose can cause coma and
death. Users who inject the drug and share needles are also at risk for acquiring HIV/AIDS
and hepatitis C (Bezchlibnyk-Butler & Jeffries, 1998).

MDMA (Ecstasy)

MDMA, called “Ecstasy,” “Adam,” or “XTC,” is a drug chemically similar to amphetamine.
Inits “pure” form, Ecstasy is called MDMA, but street Ecstasy typically contains other drugs
such as amphetamine, ketamine, caffeine, and ephedrine (Walters, Foy, & Castro, 2003).
After becoming a street drug in the 1980s, MDMA's use dramatically increased as a “club
drug” in the 1990s and early 2000s, particularly among college students and young adults.
In 2008, 5.2% of people over the age of 12 reported using Ecstasy at some point in their lives
(SAMHSA, 2009a). It 1s also being used at relatively high levels by high school students in
the United States with 4.3% of twelfth graders having tried the drug (Johnston et al., 2009).
In the United States, use 1s also spreading beyond predominantly European American youth
to African American and Hispanic populations (Boeri, Sterk, & Elifson, 2004; Maxwell &
Spence, 2003), and Ecstasy has become a popular drug among urban gay males (NIDA,
2006a).

How does Ecstasy affect a person? Taken orally, usually in a tablet or a capsule, Ecstasy
enhances mood and energy levels and heightens users’ sensations. Users report increased
self-confidence, increased feelings of love and warmth toward others, emotional openness,
and lack of inhibition (Fry & Miller, 2002). The effect begins very fast, within half an hour
of consumption, and lasts approximately 3 to 6 hours. Negative effects of Ecstasy use are
insomnia, teeth clenching, nausea, increases in heart rate and blood pressure, fatigue, and
blurred vision. Most of these negative effects subside within 24 hours. Paranoia, depression,
drug craving, overheating, cardiac problems, kidney failure, seizures, strokes, loss of touch
with reality, or any combination of these effects may also occur (Bezchlibnyk-Butler & Jef-
fries, 1998).

Although MDMA increases the activity of several neurotransmitters in the brain, it is the
serotonin pathway that has received the most attention. Ecstasy binds to the serotonin trans-
port protein such that the availability of free serotonin increases (Britt & McCance-Katz,
2005; Colado, O’Shea, & Green, 2004). Ecstasy is a relatively “young” drug. The long-term
effects of its use on the human brain are not yet fully understood (R. L. Cowan, 2007). How-
ever, disrupted sleep patterns and subtle, persistent deficits in memory have been docu-
mented (Kuypers, Wingen, & Ramaekers, 2008; McCann et al., 2009; Randall et al., 2009).
It also is unclear whether Ecstasy has properties of the hallucinogens. Users regularly report
hallucinations, but it is impossible to know whether they have really been using pure MDMA
or have bought low doses of LSD instead. More about LSD will be revealed as we now turn
our attention to the hallucinogens.

Hallucinogens: Distorting Reality

Hallucinogens are drugs that interfere with brain functioning by simultaneously exciting
and inhibiting the nervous system. These contrasting effects often cause distortions in per-
ception, or hallucinations. Hallucinogenic substances include marijuana, PCP, and LSD.

Marijuana

hallucinogens drugs that

. . simultaneously excite and inhibit normal
to overdoses that cause death (Zimmer & Morgan, 1997). Thirteen states currently allow for neural activity, thereby causing distortions

its medicinal use. It has been prescribed for medical conditions such as glaucoma, chronic in perception

Marijuana—also called pot, reefer, or weed—1s a mild hallucinogen. It rarely, if ever, leads
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pain, and nausea from cancer chemotherapy and
has been found moderately effective in clinical
trials for muscle spasms and multiple sclerosis
(Croxford, 2003; Grinspoon & Bakalar, 1995;
Iverson, 2003; T. W. Klein & Newton, 2007). It is
also the most widely used illegal substance in the
United States, with 41% of people over the age of
12 reporting having tried the drug. Past-year usage
1s highest among 16- to 25-year-olds, and males
report higher usage than females. American Indi-
ans report the highest use and Asian Americans
the lowest (SAMHSA, 2007, 2009).

The effects of marijuana depend on the expec-
tations and current mood of the user (R. T. Jones,
1971; Moreira & Lutz, 2008). If you expect to
become mellow under the influence of pot, you
are more likely to act mellow when you're high.

Uriel Sinai/Getty Images

Similarly, if you are depressed before smoking

pot, the drug is more likely to intensify this mood.
Although controversy continues

over the medicinal uses of marijuana,
smoking pot increases one’s chances
of respiratory problems and lung
damage.

Of course, marjjuana’s effect will also depend on your tolerance level and the amount of the
drug consumed.

The active ingredient in marijuana is THC (tetrahydrocannabinol). THC is absorbed
by the lungs and produces a high that lasts for several hours. THC binds to the neurotrans-
mitter called anandamide that influences learning, short-term memory, motor coordination,
emotions, and appetite—Dbehaviors that are all affected when people are high on marijuana
(Matsuda et al., 1990). In low doses, THC makes users feel good and experience vivid sen-
sations. THC also slows reaction time and impairs judgment and peripheral vision. For this
reason, marijuana users are just as dangerous driving a car or operating machinery as users
of other drugs. Marijuana use also interferes with memory, disrupting both the formation of
memories and the recall of information (Nestor et al., 2008; H. G. Pope & Yurgelun-Todd,
1996; Ranganathan & D’Souza, 2006). Its stimulation of appetite and increased sensitivity
to taste may result in an attack of the “munchies.” In high doses, THC may produce hal-
lucinations, delusions, paranoia, and distortions in time and body image (Hanson & Ven-
turelli, 1998; Morrison, Zois, McKeown et al., 2009). Long-term marijuana use can lead to
dependence. Many people report mild withdrawal symptoms when marijuana use 1s stopped
including irritability, sleeplessness, decreased appetite, anxiety, and drug cravings (Cooper
& Haney, 2008; de Fonseca et al., 1997; Grinspoon et al., 1997; R. S. Stephens, Roffman, &
Simpson, 1994; Vandrey et al., 2008; Wickelgren, 1997).

Studies on long-term users of marijuana have shown long-lasting cognitive effects includ-
ing impaired attention, learning, and motor coordination (H. G. Pope & Yurgelun-Todd,
1996; Volkow et al., 1996). However, permanent structural changes in the brain have not
been identified with chronic use (Quickfall & Crockford, 2006). Marijjuana also has serious
long-term health effects. Because it 1s typically smoked, users may experience respiratory
problems such as bronchitis and lung damage (Tashkin, 2005). A few marijuana cigarettes
(or joints) contain more carcinogenic substances than a half pack of cigarettes (Ferrell,
1996).

PCP

In the 1950s, Parke, Davis and Company developed PCP (phencyclidine) as an anesthetic
for surgery. However, following surgery, patients showed worrisome side effects including
hallucinations, delirtum, and disorientation. Consequently, it was removed from the market
(for humans) in 1965 and sold to veterinarians for use in animal surgery. Its use as a street
THC (tetrahydrocannabinol) the drgg spread significantly until 1978, \yhen 1t was takeg off the market completely—even for
active ingredient in marijuana that affects animals (Rudgley, 1998). Today, PCP is manufactured 1llega¥l3{ and sold on the street by such
learning, short-term memory, coordination, names as “angel dust” and “rocket fuel.” “Sherm,” “killer joints,” or “KJs” are names that
emotion, and appetite refer to PCP poured over cigarettes or marijuana joints. PCP can be eaten, snorted, smoked,
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or injected. Although the use of PCP has declined steadily since 1979, in 2008, 2.7% of peo-
ple over the age of 12 reported having tried PCP, with males again outnumbering females
(SAMHSA, 2009a).

PCP has hallucinogenic properties as well as stimulant and depressant effects. These
unpredictable effects often lead to distress, mood swings, and confusion. PCP inhibits the
neurotransmitter glutamate, which is involved in the perception of pain, responses to the
environment, and memory. In low doses, PCP produces a sudden increase in blood pressure,
pulse rate, and breathing. Flushing, profuse sweating, and numbness of the limbs may also
occur. Out-of-body experiences and the sensation of walking on a spongy surface are also
reported. In higher doses, PCP causes a drop in blood pressure, pulse rate, and respiration.
This may be accompanied by nausea, vomiting, blurred vision, drooling, loss of balance, and
dizziness. Hallucinations, confusion, paranoia, and garbled speech also result. Users may
become severely disoriented or suicidal and may therefore be a danger to themselves or oth-
ers. Seizures, coma, or death may also occur (Rudgley, 1998).

Using PCP can lead to dependence. Users often crave the feelings of strength, power, and
invulnerability and the escape from real life that PCP brings. Long-term use of PCP 1s associ-
ated with memory loss and difhiculty in speaking and thinking, and may lead to permanent
changes in fine motor abilities (NIDA, 2001).

LSD

LSD (lysergic acid diethylamide), more commonly referred to as acid, is the most potent
perception-altering drug known. In 2008, 9.4% of people over the age of 12 reported having
tried LSD at some time 1n their lives; males were more likely to have tried the drug than were
females (SAMHSA, 2009a). LSD'’s effects typically begin 30 to 90 minutes after ingestion and
can last anywhere from 6 to 12 hours.

How does LSD affect a person? Users of LSD may experience increased blood pressure
and heart rate, dizziness, loss of appetite, and nausea, but the drug’s main effects appear
to be emotional and sensory. Even at very low doses, LSD causes bizarre hallucinations,
distortions in time and body image, and intense emotions that together are often referred
to as “tripping.” Emotions may shift rapidly from fear to happiness, and the user may seem
to experience several emotions at once. Colors, smells, sounds, and other sensory stimuli
seem highly intensified and may even blend in what i1s known as synesthesia, in which a per-
son seems to hear or feel colors and see sounds (NIDA, 2001). Recall from Chapter 3 the
story of Michael Watson, who had synesthesia and tasted shapes. These effects are due to
LSD’s resemblance to the neurotransmitter serotonin (Aghajanian, 1994). LSD stimulates
serotonin receptors, influencing perceptions, emotions, and sleep. However, whether one’s
“trip” 1s pleasant or unpleasant 1s unpredictable and depends on the user’s expectations and
mood. On good trips, users experience enjoyable sensations, but bad trips produce terrifying
thoughts and feelings, including fears of insanity, death, or losing control. Although with-
drawal symptoms from LSD have not been documented, users quickly develop tolerance (N.
S. Miller & Gold, 1994; NIDA, 2001).

Two long-term effects of LSD in some users are persistent psychosis and hallucinogen
persisting perception disorder (HPPD), more commonly referred to as “flashbacks.” Persis-
tent psychosis is a long-lasting psychotic-like state after the trip has ended. It may include
dramatic mood swings, visual disturbances, and hallucinations. These effects may last for
years and can affect people who have no history or other symptoms of a psychological
disorder. HPPD, or flashbacks, 1s a reexperiencing of the sensations originally produced
by the LSD hours, weeks, or even years after its initial use. It typically consists of visual
disturbances such as seeing bright or colored flashes and trails attached to moving objects.
HPPD often persists even years after people have stopped using the drug (NIDA, 2001).
Knowledge on the causes and treatment for persistent psychosis and HPPD are very
limited; further studies are needed (J. H. Halpern & Pope, 2003). Additional lasting side
effects of LSD use may include short-term memory loss, paranoia, nightmares, and panic
attacks (Gold, 1994).

Despite the different effects of the drugs discussed, they all have one thing in common:
they alter our state of consciousness—in sometimes unpredictable, and occasionally tragic,
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ways. Although much is still unknown about many of these drugs, it is clear from the opening

stories and the research that has been cited that the long-term negative effects outweigh the

short-term high and feelings of well-being that they produce. By understanding these effects,

you may well avoid or prevent their abuse in the future.

Let’'s

REVIEW n this section, we detailed the nature of psychoactive drugs—from caffeine to
heroin—including how they work and their effects. As a quick check of your understanding, try
answering the following questions at increasing levels of difficulty.

1. Which category of drugs has its main effects by slowing down normal neural processing?

a. stimulants
b. hallucinogens

c. depressants
d. amphetamines

2. Rolanda takes a drug that raises her blood pressure and heart rate, makes her feel euphoric and
excited, and suppresses her appetite. Rolanda in all likelihood has not taken

a. cocaine
b. alcohol

¢. methamphetamine

d. crack

3. Thedesigner drug Ecstasy, or MDMA, produces effects similar to what two categories of drugs?

a. stimulants and depressants C.
b. hallucinogens and depressants

—Jrle) /(1,1d

CHEHRPTER!

stimulants and hallucinogens
d. opiates and depressants

C 2°€:q°T L SHIMSNVY )

consciousness (133)
microsleep (135)
circadian rhythm (139)
suprachiasmatic nucleus
(SCN) (139)
melatonin (139)
non-REM sleep (141)
REM sleep (141)
REM behavior disorder (142)
REM rebound (143)
manifest content (144)
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latent content (144)

threat simulation theory
(TST) (144)

activation-synthesis theory
(144)

sleep disorder (145)

insomnia (145)

narcolepsy (145)

sleep apnea (146)

sleepwalking (146)

night terrors (148)

nightmare (148)

enuresis (148)

hypnosis (149)

dissociation theory (150)

response set theory of hypno-
sis (151)

psychoactive drugs (153)

tolerance (153)

substance dependence (154)

withdrawal symptoms (154)

substance abuse (154)

depressants (155)

fetal alcohol syndrome (FAS)
(158)

opiates (161)

stimulants (161)

hallucinogens (165)

THC (tetrahydrocannabinol)
(166)
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T

YOURSELF!

Now that you have studied the chapter, assess your comprehen- 7. Which neurotransmitter does
sion of the material by answering the following questions. Then nicotine not affect?

use the key at the end to determine if your understanding is at the .
a. acetylcholine

b. dopamine
¢. serotonin
d. glutamate

basic, intermediate, or advanced level. For a more comprehen-

sive assessment of your learning, please see your student study
guide and your Psychology CourseMate (www.cengagebrain
.com).

8. After repeated use, drug users develop and

4. Hap is at a workshop and falls asleep. He 1s relaxed and may becorme reliant on a drug.

his brain-wave pattern would show long waves—but not
a. tolerance

b. withdrawal
c. a margin of safety

delta waves—interrupted by short bursts of electrical
activity. Hap 1s in what stage of sleep?

a. stage |

b. stage IT d. flashbacks

c. stage IV 9. Under hypnosis, a person shows increased

d. REM brain waves.
2. Which of the following statements about sleep 1s false? i' (}jie]il)tf/[

a. Sleep patterns change with age. '

. c. beta
b. Everyone needs at least 8 hours of sleep a night. d. alpha
c. Some people are night owls whereas others are early AP
birds. 10. Dr. Surrell believes that dreams do not have symbolic
d. Circadian rhythms influence the sleep cycle. meaning but are merely the by-product of electrical
. . signals being fired in the brain. Dr. Surrell is endorsing

3. At a nightclub one weekend, someone slipped a drug which dream theory?

into Aoki’s drink that made her “pass out” and have no )
a. Freudian theory

recall of the events of the evening. What type of drug was clat
b. continuity

most likely put in Aoki’s drink? 1t .
¢. activation synthesis

a. stimulant . .
d. threat simulation

b. hallucinogen

c. sedative 11. Benita often wakes up in the morning feeling very tired,
d. opiate despite sleeping 9-10 hours. Her husband has noticed
that she often emits loud snores and seems to have erratic
breathing while she is sleeping. Benita most likely has
which sleep disorder?

4. Which of the following drugs is least likely to lead to
physical withdrawal symptoms?

a. marijuana . .
a. iInsomnia

b. heroin
c. alcohol b. sleep apnea
d. nicotine c. narcolepsy

d. enuresis

5. Which of the following categories of drugs produces the 12

People who are easily hypnotized tend to have which of

most intense withdrawal effects once the person stops . .
the following traits?

using the drug?
a. positive expectations about hypnosis
b. higher intelligence

c. higher sociability

d. all of the above

a. hallucinogens
b. barbiturates
c. stimulants

d.aandc
6. Deep sleep occurs during sleep. s W}.nCh of the follow1.ng drugs is most likely to be pre-
scribed to reduce pain?
E. Siage IH a. stimulant
. Stage - b. depressant
c. stage ¢. hallucinogen
d. stage IV

d. opiate
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14. Why is melatonin referred to as the “Dracula hormone”?

a. because it decreases during the day
b. because it increases at night

c.bothaandb

d. neitheranorb

15. Which of the following is not a documented use of
hypnosis?
a. decreasing anxiety
b. relieving pain
C. recovering memories

d. enhancing therapy

Scoring Key

Below are the answers and the associated point values for each
of the Learning Challenge questions. Circle the associated
points for each question that you answered correctly. To obtain
your Learning Challenge Score, add up the points you circled
and write the total in the blank.

1.8, 2pts 6.D,1pt 11.B, 2 pts
2.B,1pt 7.G, 3 pts 12.A, 3 pts
5.C, 2pts S8.A 1pt 13.D, 1 pt
a. A 3pts 9.D, 1pt 14.C, 3 pts
5.8, 3pts 10.C, 2 pts 15.C, 2 pts

Learning Challenge Score

(27-30) Congratulations! You scored at the advanced level. You
are well on your way to mastering the material. Take the next
step by answering the questions in your Student Study Guide
or your Psychology CourseMate (www.cengagebrain.com).

(21-26) You are almost there! You scored at the intermediate
level. Review the material you missed before moving on to
answer the questions in your Student Study Guide or your Psy-
chology CourseMate (www.cengagebrain.com).

(20 and below) You are on your way, but you're not there yet!
You scored at the beginner level. It appears that you need to
carefully review the chapter to improve your mastery of the
material.

USE IT OR LOSE IT: APPLYING PSYCHOLOGY

1. How would you rate your hypnotic susceptibility? Under
what circumstances would you consider using hypnosis
as a therapy or treatment, and why?

2. Using the theories on hypnosis as a guide, explain how
stage hypnotists alter the behavior of their audience
volunteers.

3. How prevalent is drug use at your campus? Design a
survey to assess this issue at your school. Administer the
survey to student volunteers, and tabulate the results.
What conclusions can be drawn from your results? What
factors may have influenced your results?
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4. Given the numerous factors, such as age and lifestyle,
that influence the amount of sleep a person needs, detail
how each of these factors influences the amount of sleep
you get. How can you improve the quality of your sleep?
What benefits might this change bring you?

5. Keep a dream log for a week. Using the different theories
on dreaming, interpret what your dreams mean. Which
of these interpretations seems the most plausible, and
why?


http://www.cengagebrain.com
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CRITICAL THINKING FOR INTEGRATION

1. Using the information from Chapter 1 on research meth-
ods, design a study that will confirm that sleep changes
as we age.

2. Using Chapter 2 as a guide, draw a model of the brain
and graphically represent where in the brain four psy-
choactive drugs have their effects. Also represent on this

CHAPTER STUDY RESOURCES
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visual schematic the neurotransmitters that affect these
areas of the brain.

3. Explain differences in hypnotic suggestibility as a result
of variations 1n sensation, expectations, and perceptual
errors. Use the information from Chapter 3 as a guide in
formulating your answer.

Student Study Guide

To help organize your learning, work through Chapter 4 of the
What Is Psychology? Student Study Guide. The study guide
includes learning objectives, a chapter summary, fill-in review,
key terms, a practice test, and activities.

CENGAGENOW"
CengageNOW —

Go to www.cengage.com/login to link to CengageNOW,
your online study tool. First take the Pre-Test for this chapter to
get your personalized study plan, which will identify topics you
need to review and direct you to online resources. Then take the
Post-Test to determine what concepts you have mastered and
what you still need work on.

CourseMate @
Access an interactive eBook, chapter-specific interactive learn-
ing tools, including flashcards, quizzes, videos, and more in
your Psychology CourseMate, available at CengageBrain.com.

Aplia aplia
Aplia™ 1s an online interactive learning solution that helps
you improve comprehension—and your grade—by integrat-
ing a varlety of tools such as video, tutorials, practice tests, and
interactive eBook. Founded by a professor to enhance his own
courses, Aplia provides automatically graded assignments with
detailed, immediate explanations on every question, and inno-
vative teaching materials. More than 1,000,000 students like
you have used Aplia at over 1,800 institutions. Aplia should
be purchased only when assigned by your instructor as part of
your course.
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Consciousness includes the feelings, thoughts, and aroused
states in which we are aware. Altered states of consciousness
occur when we sleep, daydream, meditate, are hypnotized, or
take any psychoactive drug. We have seen how these seem-
ingly simple states can powerfully influence behavior and the
lives of people such as Charlie Parker and Andre Agassi.
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WHAT HAPPENS WHEN WE SLEEP?

When teenagers and adults get at least 8 hours of sleep, the
benefits include restored body tissues, body growth, immu-
nity to disease, an alert mind, processing of memories, and
enhanced mood.

The circadian rhythm is a natural rhythm of sleep and wak-
ing programmed by a group of brain cells in the hypothalamus
called the suprachiasmatic nucleus.

A typical night of sleep involves cycling through two states of
sleep: non-REM sleep, which progressively relaxes the person;
and REM (rapid-eye-movement) sleep, which is very active.

Freud believed that dreams allow us to express fears and
desires without conscious censorship. Most psychologists and
psychiatrists dispute Freud’s emphasis on sex and aggression
in interpreting dreams.

Awake and
relaxed
(alpha waves)

REM sleep

Stage |
(theta waves)

Stage 11
(theta waves and

sleep spindles) Spindles

Stage Il
(theta and
delta waves)

Delta wave

Stage IV
[CEIERTES)
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Threat simulation theory (TST) proposes that dreaming is
an evolved defense mechanism that allows us to rehearse
our responses to threatening situations.

Activation-synthesis theory suggests that dreaming is
just a consequence of the highly aroused brain during REM
sleep.

Insomnia is the inability to get to sleep or to stay asleep. It
is the most common sleep disorder.

Other sleep disorders include sleep apnea, in which a
person stops breathing while asleep, and a rarer condition
called narcolepsy, in which a person falls asleep during
alert times of the day.

slow wave sleep

Slow wave sleep

© Yves Forestier/Corbis Sygma
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HYPNOSIS: REAL OR IMAGINED?

® Hypnosis is a technique used to create a state
of heightened suggestibility. Hypnosis usually
involves being asked to mentally focus on an object, image, or the hypnotist’s voice, thus inducing a highly
relaxed state.

® Hypnotic susceptibility varies greatly and does not seem to be related to intelligence, gender, or sociability.
People who are easily hypnotized tend to be better able to focus their attention, have vivid imagina-
r tions, and have positive expectations about hypnosis.
: e Hypnosis has been shown to be effective for some people in providing pain relief and decreas-
ing anxiety. It has not been shown to be as effective in curing addictions or recovering accurate
memories.

© AP Photo/News Tribune/Stephen Brooks

® Psychoactive drugs are substances that influence the
brain and therefore the behavior of a person.

® Drug tolerance refers to the amount of a drug required to
produce its effects. After repeated use of a drug, more of it
is usually needed to achieve its initial effect.

® Substance dependence refers to a person’s need of a drug
in order to function emotionally or physically.

® Depressants such as alcohol, sedatives, and barbiturate §
drugs interfere with brain functions by inhibiting or slow- 3
ing normal neural function. E

® Opiates such as morphine, codeine, and opium are used to E
treat pain by mimicking the effects of naturally occurring ©
pain-reducing neurotransmitters such as endorphins. e Hallucinogens, including marijuana and

® Stimulants are drugs such as caf- LSD, are drugs that interfere with brain
feine, nicotine, cocaine, and amphet- functioning by simultaneously exciting
amines that interfere with brain ' s and inhibiting normal neural activity. -
functioning by speeding up normal These contrasting effects often cause dis- e
brain activity. ruptions in perception or hallucinations.
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As you learned in Chapter 2, nature influences our traits and behavior through our

genes, but environmental influences or nurture can also affect our development in very
significant ways. One of the ways that our environment nurtures us is through learning.
Learning is a crucial part of life. It is through learning that we acquire many of the skills
we need to survive in our world.

Michael Gates Gill was a man who had it all. A son of privilege, Michael had grown
up with opportunities that many of us only dream of having. Educated at Yale, Michael
had rubbed shoulders with the rich and famous—people like Ernest Hemingway and
the Queen of England. After college, a friend set Michael up with a job at a prestigious
advertising firm, where for the next 25 years he worked tirelessly to build a successful
and profitable career. Before long, Michael had landed the accounts of some of the
biggest companies in the world, including Ford, Burger King, and IBM. This hard work
brought many rewards, and life was good. Not only did Michael rise quickly through
the ranks in his firm, he married, had four children, bought an expensive house in the
suburbs of New York, traveled, and earned a six-figure income. What more could a per-
son want?

Michael was soon to learn the answer to that CHAPTER OUTLINE
question. One morning, after 25 years of service to
his firm, Michael was asked to breakfast by his boss How Does Learning Help Us?
and summarily fired. She told him that it was purely Classical Conditioning: Can We Learn Through
a matter of finances. They could hire a younger per- cERtelel el
son to do his job for less money. After 25 years of Operant Conditioning: What Do We Learn From
loyalty, Michael was now viewed as unnecessary the Consequences of Our Actions?
overhead. Observational Learning or Modeling: Can We

Over the next 10 years, Michael saw his life Learn by Watching Others?
deteriorate considerably. Shortly after being fired,
he began an affair with Susan, a woman at his gym. The affair offered some comfort but
also resulted in a fifth child and the death of his marriage. Michael found himself with
a new son for whom he could not provide. Soon, Susan lost interest in having an older
boyfriend with few assets, and the relationship waned. Michael was now all alone, and
the worst was yet to come. The final blow came when Michael was diagnosed with a
rare brain tumor that affected his hearing and required delicate brain surgery—bad
news for a man without health insurance.

At 63, Michael was broke, on the verge of homelessness, and ill. And then, a chance 1

meeting opened a door through which Michael would find the greatest happiness of
his life. It all started with a cup of coffee. Michael stopped in for coffee at a Starbucks

© Colin Hawkins/cultura/Corbis

on a day when the company was having a hiring fair. As he was drinking his coffee 175
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and reading the paper, he heard someone to his side speak these life-changing words:
“Would you like a job?” Looking up, he realized that the woman had been speaking to
him. Although she had been half-joking in her question, Michael was indeed interested,
especially when he learned that Starbucks offered full benefits to all its employees.
Michael quickly made it his mission to convince this woman, Crystal, to hire him.

This was a tough sell, however. Mike (he now dropped the formal name of his past
life) and Crystal could not have been more different. Mike was a fallen son of the white,
privileged upper class. Crystal was the African American daughter of a drug addict who

had overcome poverty and hardship with hard work and determination. She was suc-
cessful and rightfully proud of her achievements. But her pride and past struggles had
not hardened her. She believed in giving others a chance to succeed as well—even
down-on-their-luck socialites. She hired Mike.
Mike quickly found himself working in a neighborhood he never would have ven-
tured into in his previous life and with people he would never have associated with
in the past. He also found himself doing work that he would never have dreamed
of doing—cleaning restrooms, taking out trash, running a cash register. One real
surprise for Mike was that some of these jobs, which many consider to be unskilled
labor, actually were very challenging tasks. Things like taking complicated drink
orders and running a computerized cash register were terrifying to Mike, despite
all his previous Madison Avenue successes. Yet, Mike knew that he had to suc-
ceed. This job was his only chance of being able to afford health insurance and
to care for both himself and his young son. What he didn‘t know at first was that this job

S PO — was also the means by which he would regain his self-worth, cast aside his prejudices,

working at Starbucks was and finally learn the meaning of happiness.
a life-changing experience
through which he learned
to be truly happy. Under Crystal's supervision, the Starbucks philosophy that all people have equal value

Mike committed himself entirely to learning how to be a good Starbucks employee.

and all jobs must be done well and with respect became Mike's own point of view.
Mike learned to take pride in a job well done and to see good work as its own reward,
even when that work was scrubbing a bathroom floor. He came to value all the diverse
people he worked with and served. People from all walks of life—the homeless man,
the executive, the young parents, the college students, the would-be musicians, the
underprivileged minority members, the people just trying to survive in New York City—
all became valuable and worthy of respect to Michael Gates Gill. And, perhaps most
surprising of all, Mike became respectable to Michael Gates Gill as well. He became a
man proud of the work he did. He became a man who respected others and felt their
love and respect in return.

After a year of working under Crystal's supervision, Mike was confident enough to
transfer to another Starbucks location, where he continues his career in coffee. He also
wrote about his transformation in an inspiring book entitled How Starbucks Saved My
Life: A Son of Privilege Learns to Live Like Everyone Else (Gill, 2008).
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Early in life, Michael Gates Gill had to learn to live among the rich and powerful—a
task he adapted to very successfully. Late in life, Mike had to learn to live among the
less privileged—a task he struggled with, but ultimately mastered. Like Mike, we are
all affected by our experiences. Every day, we learn from the people and events in our
lives. Sometimes these lessons are painful, but many times they are also happy for it is
through learning that we grow as human beings. In this chapter, we will examine some
of the ways in which our experiences influence our behavior as we explore the different
types of learning.

Before you continue reading, take a moment to consider this question: What have
been the most important learning experiences of your life? Keep these events in mind
as you read. Seeing the personal relevance of learning will help you retain this informa-

tion for your next exam.

| _LEARNING |
[ oBJEcTivEs IS
How Does LEarRNING HELP Us? What Should You Know?

When you hear the term learning, it probably brings to mind studying textbooks and lec- il lERilie

ture notes in preparation for exams. This 1sn’t surprising because you are, after all, a college
student. Much of your life now 1s spent in the pursuit of this particular type of learning.
Although it 1s true that a lot of learning does occur in school, an extraordinary amount of
learning occurs outside the classroom.

Think about 1t—what have you learned outside school? Here are just a
very few of the possibilities. You learned to walk, to speak your native tongue,
to have social skills, to have a sense of right and wrong, and possibly to play
baseball. Now how did you learn these things? Perhaps you learned by watch-
ing others, by listening to others, by reading, or by doing. Learning occurs
through a variety of means and in a variety of situations. For psychologists,
learning must be defined in terms broad enough to encompass all these types
of experiences. That 1s, learning is a relatively permanent change in behavior

Define and give examples of
orienting reflexes, habituation,
and dishabituation.

or the potential for behavior that results from experience. Many different types of
experiences lead to learning. And, when learning occurs, we are changed. At
times learning results in actual behavior change—for example, losing money
in a vending machine may make you less likely to put in more money. At other
times, learning only gives us additional knowledge but doesn’t impact our
behavior—for example, watching skiing on TV may give you some knowledge
of how to ski, but if you never actually go skiing, this knowledge will not show
up 1n your behavior.

Whether learning impacts our behavior or just increases our knowledge,
learning may not remain with us forever. Learning that is routinely exercised
tends to stay with us longer than learning that we do not use. For example,
knowing how to play childhood games may dwindle as we no longer play these
games. But, knowing how to drive a car may stay with us for all of our adult-
hood. Like many things in life, learning is often a case of use it or lose it.

Learning is a relatively permanent change in behavior or the potential for behavior
that occurs as a result of experience. This girl is engaged in learning.

Carlos Davila/Getty Images
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178 CHAPTER5 . HOW DO WE LEARN?

In this chapter, we will examine four types of experience that lead to learning—habitu-
ation, classical conditioning, operant conditioning, and observational learning. As you read
about these different types of learning, keep in mind that it 1s through learning that we gain
the knowledge and skills necessary to survive in the world. For example, Michael Gates Gill
used his ability to learn to help him adapt to having his world turned upside down by unem-
ployment, illness, and rejection. Likewise, you also use learning to navigate the changes and
challenges in your world. We'll begin our quest to understand how we learn by looking at one
of the simplest types of learning there is—habituation.

Orienting and Habituation: Learning to Ignore

Suppose you are sitting in class, listening to your psychology professor and taking notes. All of
a sudden there 1s a loud banging noise directly outside your classroom. What would your very
Jurst reaction to the unexpected noise be? If you are like most people, you would immediately
stop listening to the lecture and turn your head in the direction of the noise. This very normal
response 1s called an orienting reflex (Pavlov, 1927/1960). Orienting reflexes occur when we
stop what we are doing to orient our sense organs in the direction of unexpected stimuli.

In our example, the stimulus was auditory, but this doesn’t have to be the case. If you were
standing in line at the cafeteria and someone poked you 1n the back, you would most likely
turn to see what the person wanted. If you were having dinner in a restaurant and someone
began to take pictures using a flash camera, you would likely look in the direction of the
flashes of light. In short, we exhibit the orienting reflex to any type of novel stimulus.

Your course syllabus probably contains some warning about coming to class on time. Here's
one reason why—notice what happens to you and your classmates the next time a student
comes in late to class. Does everyone automatically look toward the door as the student
comes through it? This is also an orienting reflex—one that distracts from your ability to

learn the course material.

learning a relatively permanent change
in behavior or behavior potential as a result
of experience

© Arclight/Alamy

orienting reflex the tendency of a
person or animal to orient its senses After people live in this house for a while, habituation will ensure that they barely even notice the
toward unexpected stimuli sounds of the jets like this one as they take off and land.
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HOW DOES LEARNING HELP US? 179

Why do you think we exhibit orienting reflexes? What 1s the benefit of automatically
paying attention to novel stimuli? If you said “self-protection,” you would be correct. Orient-
ing reflexes allow us to quickly gather information about stimuli that could potentially be
threatening. For instance, that banging noise in the hallway could be a student dropping her
books, or it could be a fight. In the case of a fight, you may want to take steps to ensure that
the fight doesn’t affect you in a negative way. By orienting your senses toward the event, you
can quickly assess what, if any, action is needed to protect yourself.

The benefit of having orlenting reflexes is limited, though. Suppose that after looking up at
the sound of the banging, you see that it 1s only a worker hammering as he installs a new bulletin
board in the hallway. You would likely return your attention to the psychology lecture. If the bang-
ing noise continues, your tendency to look up at the noise in the hall would steadily decrease. In
other words, your orienting reflex would diminish over time. This decrease in responding to a
stimulus that occurs as the stimulus is repeated over and over 1s called habituation.

Despite its name, habituation does not refer to forming a habit. Instead, habituation
ensures that we do not waste our energy and mental resources by responding to irrelevant
stimuli. In our previous example, after you have established that the noise in the hallway is
not threatening, there 1s no reason to keep looking up. If you did keep exhibiting the orienting
reflex, you would needlessly miss part of your psychology lecture as well as waste energy that
could be spent more usefully.

Almost all creatures, including those with very simple nervous systems, seem to have the
capacity for habituation (J. D. Harris, 1943). This universality of habituation implies that habit-
uation is the simplest type of learning seen in living things (M. Davis & Egger, 1992). Habitua-
tion can be seen in newborn infants (Lavoie & Desrochers, 2002; S. A. Rose, 1980) and even in
fetuses (Van Heteren, Boekkoot, Jongsma, & Nijhuis, 2000). Recent studies have suggested that
the cerebellum, which is part of the more primitive hindbrain (see Chapter 2), plays a role in
certain instances of habituation (Frings et al., 2000). These findings seem to indicate the primi-
tive nature of habituation. Furthermore, because almost all species seem to habituate, 1t 1s likely
that habituation evolved through natural selection. Recall from Chapter 2 that as a result of natu-
ral selection, characteristics that promote reproductive success will be retained 1n a species. It
1s likely that habituation allowed our ancestors to deal more adaptively with their environment

because it allowed them to ignore useless repetitive information.

© Tom & Dee Ann McCarthy/Corbis

Habituation allows us to tune out unnecessary stimuli so that we can concentrate on the task at habituation the tendency of a person
hand. or animal to ignore repeated stimuli
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Habituation as an Adaptive Asset

To get a better feel for the adaptive value of habituation, imagine what life would be like if
you could not habituate. Without habituation, you would reflexively respond to every sight,
sound, touch, and smell you encountered every time you encountered it. You would not be
able to ignore these stimuli. Think of how this would limit your ability to function. Every time
the worker hammered the bulletin board in the hall, your attention would move away from
the lecture and toward the hall. You certainly would not learn much psychology under these
circumstances! With habituation, you get the best of both worlds. You can respond to new,
novel stimuli that may pose a danger, and you can also ignore stimuli that have been checked
out and deemed to be harmless. Habituation gives you flexibility in that you don’t have to
continue to respond to a stimulus. But once you have habituated to a stimulus, will you
ignore the stimulus forever?

Dishabituation

Another aspect of this flexibility is that you can also stop habituating when the circumstances
warrant it. Dishabituation occurs when a person or animal begins to respond more intensely to
a stimulus to which it had previously habituated. Let’s return to our example of the worker in the
hallway. Although you find the hammering distracting at first, you soon habituate to the sound.
Then after several minutes of ignoring the steady hammering, you hear a new sound. The worker
has turned on a radio at a rather high volume. Will you ignore this sound, too? No, you likely will
not. Because the quality of the stimulus has changed dramatically, you will dishabituate. You will
again find yourself orienting toward the hallway. This new sound is too dissimilar to the ham-
mering, and you have to check it out. Once you recognize that it is the worker’s radio (and that
it poses no threat), you will likely habituate to this new sound as well as to the hammering.

A change in the quality of the stimulus is not the only thing that can cause dishabituation.
So can the passage of time. For instance, if the worker took an hour-long lunch break and
then went back to hammering, you might briefly dishabituate to the hammering. This would
not last long, however—after just a few bangs of the hammer, you would reenter habituation
and return your attention to the lecture. As you can see, adaptive functioning is a balance of
responding—habituating and dishabituating at the appropriate time. In addition to helping
us function on a daily basis, sometimes habituation principles can be applied to help people
who suffer from certain physical problems.

Practical Applications of Habituation

One practical application of habituation is the use of habituation training for people who suf-
fer from chronic motion sickness that may include nausea and intense dizziness, or vertigo.
Motion sickness can be caused when the brain receives conflicting information from the visual
and vestibular systems that you learned about in Chapter 3. These conflicts can be set off by
certain movements or exposure to certain stimuli that give the illusion of movement, such as
computer displays. For people who suffer from chronic motion sickness, simple tasks like
working at a computer may be impossible. Physical therapists often use habituation tech-
niques to help people overcome chronic motion sickness. By repeatedly exposing clients to
the stimulation that produces motion sickness, the therapist can gradually train these clients to
habituate, or stop responding, to some of the visual and vestibular signals that would normally
cause them to feel sick (Yardley & Kirby, 2006). Similar techniques have been used to train
figure skaters (Tanguy, Quarck, Etard, Gauthier, & Denise, 2008), pilots, and astronauts to do
their jobs without experiencing motion sickness (e.g., Bagshaw, 1985).
Habituation 1s quite important to everyday life, but it 1s still a very simple type of learning.
Habituation does not explain the bulk of the learning that we engage in during our lifetime,
such as learning to play tennis or ride a bike. Nor does habituation explain how we come to
assoclate certain emotions and physiological reactions with certain stimuli, such as learning
dishabituation to begin re-responding to fear snakes or feeling happy when we smell Grandma’s perfume. For explanations of these
10 a stimulus to which one had been more complex events, we will have to turn our attention to more sophisticated and complex
habituated types of learning.
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Let's
REVIEW n this section, we have given you an overview of learning and a discussion of
the simplest type of learning, habituation, and the related concepts of orienting reflexes and
dishabituation. For a quick check of your understanding, try answering the following questions
atincreasing levels of difficulty.

1. Psychologists define learning as

a. achange in behavior as a result of experience

b. achange in the potential for behavior as a result of experience

c. arelatively permanent change in behavior or the potential for behavior as a result
of experience

d. adding to your knowledge by going to school

2. Which of the following would likely have the capacity for habituation?

a. a3-month-old human baby c. anadultdog
b. an adult monkey d. all of the above

3. Habituation describes how one learns to

a. ski ¢. function well despite having vertigo
b. study with the TV on d. bandc

( P E€P T L SHIMSNY )

_____LEARNING |
What Should You Know?

Describe Pavlov’s paradigm of
classical conditioning.

CLAassicaL ConbpiTioNniING: CAN WE LEARN
THROUGH ASSOCIATION? .

The discovery of classical conditioning was something of an accident. In Russia around the

turn of the 20th century, a physiologist named Ivan Pavlov (1849-1936) was doing research

on the digestive processes of dogs (for which he would eventually win a Nobel Prize). Pav-

lov was investigating the role that salivation plays in digestion. He had surgically implanted

devices in the cheeks of dogs so that he could measure how much saliva they produced. His ® Describe the process through

experimental method was to place the dog in a harness, present the dog with some food, and which classically conditioned

then measure the amount of saliva the dog produced (see ® FIGURE 5.1). responses are removed.
While conducting these studies, Pavlov noticed that sometimes the dogs began to salivate

before the food was presented to them. Sometimes the mere sight of the food dish or the sound

of the approaching experimenter was enough

to produce salivation. So what was going on [FIGURE 5.1

here? Why would a dog start to salivate when @ Pavlov’s Original Experiment The dog was held in the harness and food was placed

it heard fOOtSteps or saw an empty food bowl?  beforeit. The presence of the food (unconditioned stimulus, or US) caused the dog to salivate

(unconditioned response, or UR). After a while, cues in the laboratory situation (lights, sounds,

or sights) became conditioned stimuli (CS) that also caused the dog to salivate (conditioned

response, or CR). _]

® Define classical conditioning and
discuss the factors that affect it.

® Explain how classical
conditioning occurs in humans.

Pavlov reasoned that the dog had learned to
associate certain cues or stimuli with the pre-
sentation of food. To the dog, the approach
of footsteps had come to mean that food was
soon going to appear. Consequently, the dog
had become conditioned, or taught, to respond
to the footsteps the same way that it responded
to the food—Dby salivating. Unwittingly, Pavlov
had discovered a learning process, one that
became extremely influential in psychology.
Pavlov began to investigate the learning S
process itself. He systematically paired dif- Yo | 55 . Iy |
ferent stimuli with food to see which could .Ci‘i} TL |Is i . , 4 =

be conditioned to produce the reflexive
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182 CHAPTER5 . HOW DO WE LEARN?

[TABLE 5.1| response of salivation. In one of these investigations, Pavlov sounded a
© Some Examples of US-UR Pairs buzzer just before he gave the dog some food. He repeated these trials
several times while measuring the amount of saliva the dog produced.

Atfter repeated pairing of the buzzer and the food, the dog soon began to
salivate on hearing the buzzer—even on trials in which the food was not
presented after the buzzer sounded! The dog had become conditioned
A puff of air to the eye  Eye blink to associate the buzzer with the presentation of food. As a result, the

buzzer had taken on the same power as food to cause the dog to salivate.

The Elements of Classical Conditioning

Getty Images

ez dien 6if 2 rdn NETEEE This process of learning that Pavlov discovered 1s commonly referred to
as classical conditioning, or Pavlovian conditioning. We will define it in
a minute, but first let’s look at the process that produces a conditioned
response.
Flinching
Being stuck witha pin  away from 1. The Unconditioned Stimulus and Response. In order to classically
o condition a person or animal, you must begin with a stimulus that
1 . naturally and reliably causes some response in the person or animal.
1 Because this stimulus naturally causes the reflexive response, 1t is re-
ferred to as an unconditioned stimulus (US), and the response 1t
Sour food placed on Salivation evokes 1s called an unconditioned response (UR). The term un-
the tongue conditioned refers to the fact that the association between the stimu-
lus and the response 1s unlearned. In Pavlov’s case, the food was the
- - US and salivation was the UR. You do not need to teach a dog to
salivate when food 1s presented. Instead, salivation occurs naturally
Alight shone in the eye Pupil - when a dog sees food. ® TABLE.S.l giv?s some more examples of
contraction L4 US-UR pairs that could be used in classical conditioning.
\ 2. The Neutral Stimulus. The next step 1s the selection of a neutral stim-
A ulus (NS) that does not naturally elicit the UR. In Pavlov’s case, the NS
g‘ used was a buzzer. Prior to training or conditioning, a dog would not
A blow to the knee Knee-jerk Res be likely to salivate when it heard a buzzer. Therefore the buzzer 1s said
reflex 'E. to be neutral. It has no power to naturally cause the UR.
’ 5. Pairing the Neutral and Unconditioned Stimuli. The third step is to

systematically pair the neutral stimulus with the unconditioned stim-
ulus. Pavlov accomplished this by repeatedly sounding the buzzer
(NS) just prior to presenting the dog with the food (US). Through
this repeated association of the US and the NS, the NS eventually
loses its neutrality. In Pavlov’s case, the dog began to salivate when the buzzer was
presented without the food. At this point, classical conditioning had occurred because
the buzzer was no longer neutral. The buzzer had become a conditioned stimulus
(CS) that had the power to produce the conditioned response (CR) of salivation
(® FIGURE 5.2).

unconditioned stimulus (US)
a stimulus that naturally elicits a response

in a person or animal We would define classical conditioning as learning that occurs when a neutral stimulus

unconditioned response (UR) is paired with an unconditioned stimulus that reliably causes an unconditioned response, and
the response that is elicited by an because of this association, the neutral stimulus loses its neutrality and takes on the same power
unconditioned stimulus as the unconditioned stimulus to cause the response. This definition may seem a bit complex,

but classical conditioning is actually a fairly simple process. It merely involves learning to

neutral stimulus (NS) a stimulus that . o . . ; .
assoclate two stimull, the unconditioned stimulus and the neutral stimulus. Through this

does not naturally elicit an unconditioned o ) )
response in a person or animal association, the NS becomes a CS (see ® The Big Picture Review, p. 184). In the next section,

. . we will examine some of the factors that affect the strength of the association.
conditioned stimulus (CS)

a stimulus that elicits a conditioned
response in a person or animal . . - .
Factors Affecting Classical Conditioning

conditioned response (CR) . .

the response elicited by a conditioned Exactly what is being learned in classical conditioning? Up to this point, we have

stimulus in a person or animal sort of skirted around this 1ssue. We said that the person or animal learns to associate the
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Before conditioning

M

The sound of the
buzzeris a
neutral stimulus (NS).

The buzzer causes no
salivation response in
the dog.

During conditioning

Paired with Food elicits
Food is an
The buzzer unconditioned
sounds (NS). stimulus (US). ”
The unconditioned
response (UR) occurs
After conditioning when the dog salivates
and repeated pairings because it sees the food.
of the buzzer and the food

Buzzer elicits

- eaasss——)

The sound of the buzzer
is now a conditioned
stimulus (CS). A conditioned response (CR)
occurs when the dog salivates
because it hears the buzzer.
[FIGURE 5.2]
® Pavlov’s Classical Conditioning Paradigm Before conditioning, the neutral stimulus has no power
to cause the response. After repeated pairings of the neutral stimulus with an unconditioned stimulus,
which naturally elicits an unconditioned response, the neutral stimulus becomes a conditioned stimulus
with the power to elicit the response—now called the conditioned response.

NS/CS with the US. This is true, but what 1s the nature of this association? Why do these two

particular stimuli become associated? Why did Pavlov’s dog associate the buzzer with the

food instead of associating other stimuli from the situation with the food? Why didn’t the dog

begin to salivate when it heard the laboratory door open, or when the laboratory lights turned classical conditioning learning that
on? Why did it wait for the buzzer? To answer these questions, psychological researchers have ~ occurs when a neutral stimulus is repeatedly

experimentally examined different facets of the relationship between NS/CS and the US. paired with an unconditioned stimulus;
because of this pairing, the neutral stimulus

. - .. becomes a conditioned stimulus with the
Relatlonshlp in Time: Contlgmty same power as the unconditioned stimulus

One variable that emerged from this research as an important factor in classical condition- ~© €licittheresponse inthe person oranimal

ing is contiguity. Contiguity refers to the degree to which the NS/CS and US occur close  contiguity the degree to which two
together in time. Generally speaking, for classical conditioning to occur, the NS/CS and the  stimuli follow one another in time
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ABBREVIATION TERM

The Components
of Classical Conditioning

DEFINITION

us Unconditioned stimulus = A stimulus that naturally and reliably evokes a response in the person or animal

UR Unconditioned response | The response that is naturally and reliably elicited by the unconditioned stimulus

NS Neutral stimulus A stimulus that does not initially elicit the unconditioned response in the person or
animal

cs Conditioned stimulus A stimulus that was once neutral, but through association with the unconditioned
stimulus, now has the power to elicit the response in the animal or person

CR Conditioned response After conditioning has occurred, the response that is elicited in the person or animal

by the conditioned stimulus

nmi

ﬂ_r

B Cs |

Ccs

us

Forward (delayed) conditioning:

CS comes first, but continues
until US starts.
Conditioning occurs readily.

Forward (trace) conditioning:
CS comes first, ends before
start of US.

Conditioning occurs readily, but
response is somewhat weak.

Forward trace conditioning with
longer delay:
Conditioning is weaker.

Simultaneous conditioning:
In most cases, conditioning is
weak or hard to demonstrate.

Backward conditioning:
After a few repetitions, CS
becomes inhibitory—

that is, a signal for a time of
absence of the US, and
conditioning is weak.

US must be separated by only a short period of time (Bangasser,
Waxler, Santollo, & Shors, 2006; E. A. Wasserman & Miller, 1997).
If the interval between the presentation of the NS/CS and the US
1s too long, the two stimuli will not be associated and conditioning
will not occur. If Pavlov had sounded the buzzer and then 3 hours
later given the dog some food, imagine what would have happened.
It is very unlikely that the dog would have been conditioned to sali-
vate when it heard the buzzer.

Classic studies have shown that in most cases, if the US lags
behind the NS/CS for more than a few seconds, conditioning will
not be as strong as it could have been (Church & Black, 1958; Noble
& Harding, 1963; M. C. Smith, Coleman, & Gormezano, 1969).
However, the exact length of the optimal interval of time between
presentation of the NS/CS and the US varies depending on what
response 1s being conditioned (see J. Jones, 1962).

Another aspect of contiguity 1s the relative placement of the NS/
CS and the US in time—in other words, whether the NS/CS pre-
cedes the US or follows it. Imagine if Pavlov had first given the dog
the food and then sounded the buzzer. In that case the dog would

not have been as likely to associate the food with the buzzer. ® Fi-
URE 5.3 shows the five major ways to place the NS/CS and the US in
classical conditioning. Of these placements, delayed conditioning produces the strongest con-
ditioning, and backward conditioning produces the weakest conditioning (S. B. Klein, 1987).

® Possible Placements of the CS and
the US in Classical Conditioning
Relative positions of the CS and US

are shown for five different versions of
classical conditioning: forward delayed,
forward trace, forward trace with longer
delay, simultaneous, and backward
conditioning.

Consistency and Reliability: Contingency

Although contiguity 1s necessary for conditioning, it alone does not guarantee that condi-
tioning will occur. Conditioning also requires contingency, which refers to the degree to
which the NS/CS reliably signals that the US 1s going to be presented. If the NS/CS does
not reliably predict the onset of the US, then strong conditioning will not occur (Bolles, 1972;
Rescorla, 1967; for review, see D. S. Wheeler & Miller, 2008). For example, if Pavlov had
sometimes fed the dog after sounding the buzzer and sometimes fed the dog without sound-
ing the buzzer, conditioning would have been weakened. This inconsistency would not send
the dog a clear message that the buzzer meant food was coming. Therefore, the dog would be
less likely to salivate on hearing the buzzer. Given that both contiguity and contingency are
necessary for strong classical conditioning, the best way to ensure strong conditioning 1s to
consistently present only one NS/CS immediately before presenting the US.

contingency the degree to which the
presentation of one stimulus is contingent
on the presentation of the other

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



CLASSICAL CONDITIONING: CAN WE LEARN THROUGH ASSOCIATION? 185

© Tips for Identifying and Analyzing Classical
Conditioning Situations

The process of classical conditioning seems a bit complex, doesn’t
1t? It also seems as if it could occur only in a laboratory (where USs
and NSs could be systematically paired)—but this 1s untrue. Clas-

1. Classical conditioning begins with a US-UR relationship.

CLASSICAL CONDITIONING IN THE BRAIN

sical conditioning occurs frequently in everyday life. In fact, each of
us has probably felt the effects of classical conditioning many times.
For example, we have been classically conditioned to have certain
emotional reactions in our lives. You may feel happy when you smell
a perfume that reminds you of your mother. You may feel fear when
you see a snake. For a view of what happens inside your brain during
classical conditioning, take a look at ® WHAT’S HAPPENING IN YOUR
BRrAIN?.

As we look at classical conditioning in the real world, keep in mind
the general definition of classical conditioning, and try to generate
your own examples of real-world classical conditioning. ® TABLE 5.2
gives some helpful tips for identifying classical conditioning situations
and understanding the different components they involve.

Real-World Classical Conditioning: What
Responses Can Be Classically Conditioned
in Humans?

As you will recall, the starting point for classical conditioning is a pre-
existing US-UR relationship. Because of the nature of most US-UR
relationships (see Table 5.1), the types of responses that can be classi-
cally conditioned usually fall into two categories: emotional responses
and physiological responses.

Because of this requirement, most classical conditioning situ-
ations involve the conditioning of emotional or physiological
responses, such as fear, nausea, happiness, anger, sweating,
or salivation.

. In aclassical conditioning situation, the UR and the CR are the

same response. The only difference is which stimulus elicits
this response. For example, in Pavlov’s experiment, salivation
was the UR when it was caused by the food, but it also was

the CR when it was caused by the buzzer.

. In aclassical conditioning situation, the NS is the same

stimulus as the CS. The only difference is whether or not the
stimulus has the power to elicit the response. In Pavlov’s

experiment, the buzzer began as a neutral stimulus with no
power to cause salivation. But after conditioning, it became

a CS with the power to cause salivation.

. In aclassical conditioning situation, the NS/CS is not the same

stimulus as the US. For conditioning to occur, the CS must
begin as a neutral stimulus. Because the US is never neutral
(it always has the power to cause the response), the CS and
the US have to be different stimuli.

When you receive a puff of air to the eye,
you cannot help blinking. Anyone who's
had a glaucoma test during an eye exam
can attest to this. Because eye blinks are
easily elicited, they can also be easily
conditioned. In this fMRI, you are looking
at the bottom of the brain. The grooved
structure to the left of the image is the
bottom of the cerebellum. This participant
has been classically conditioned to blink
when a tone is heard. This was accom-
plished by presenting a tone (NS/CS) fol-
lowed by a puff of air to the eye (US) to
elicit an eye blink (UR/CR). Activity in the
cerebellum was shown to increase (in the
region shown in yellow) as the participant
came to expect the puff of air after hear-

Michael L. Abramson/Time Life Pictures/Getty Images

ing the tone.

From: Learning and
expectation-related changes

in the human brain during
motor learning. Journal of
Neurophysiology, 84, 3026-
3035, N. Ramnani, . Toni, O.
Josephs, J. Ashburner, and R. E.
Passingham © 2000. Reprinted
with permission of The
American Physiological Society.
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Classical Conditioning of Emotional Responses

The classical conditioning of emotional responses was clearly dem-
onstrated in a famous— now infamous—set of experiments con-
ducted by John B. Watson and his student Rosalie Rayner in the
early 1900s (Watson & Rayner, 1920). Watson set out to show that
classical conditioning could be used to condition fear responses in
a child. Because Watson used a 9-month-old boy named Albert, the
experiments are now commonly referred to as the “Little Albert”
experiments.

In the Little Albert experiments, Watson classically conditioned
Albert to fear a white rat. To do this, Watson first gave Albert a white
lab rat and allowed him to play with it. In the beginning, the rat was
an NS for Albert because it did not cause him to be afraid. A few
minutes after giving Albert the rat, Watson made a very loud noise
by striking a piece of metal with a hammer. As with most 9-month-
olds, a loud noise such as this was a US for Albert that reliably pro-
duced the UR of frightening Albert and making him cry. Over and
over, Watson repeated this sequence of presenting the rat (NS), then
making the noise (US), with the result that Albert would become
afraid and cry (UR) (® FIGURE 5.4).

Can you see the parallels here between what Watson and Rayner

® The Little Albert Experiment
Watson and his assistant, Rosalie Rayner,
classically conditioned Albert to fear a
white lab rat.

stimulus generalization responding
in a like fashion to similar stimuli

Many phobias are classically
conditioned responses. A fear-
producing encounter with a stimulus
can result in the stimulus—a needle—
becoming a CS that elicits fear.
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were doing to Albert and what Pavlov did with his dogs? In the same
way that Pavlov conditioned his dogs to salivate at the sound of the buzzer, Watson condi-
tioned Albert to fear a white rat by associating the rat with a frightening noise. After several
trials of pairing the noise and the rat, all Watson had to do to get Albert to cry was to show him
the rat. Because the rat had been paired with the noise, the rat lost its neutrality and became
a CS that was able to evoke the CR of fear.

Emotional reactions such as fear are also classically conditioned outside the laboratory.
For example, one of us once had a professor who had an intense fear of bees because earlier
in his life, several bees had stung him after he accidentally disturbed a beehive. In this case
of classical conditioning, the multiple bee stings were a US that elicited the UR of fear. The
bees were initially an NS, but because they were paired with the bee stings, they became a
CS that could produce the CR of fear. From that day onward, all the professor had to do was
to see a bee to feel intense fear. Classically conditioned emotional responses, such as fear,

may provide a protective function for us. Fearing bees may have made
the professor more cautious around bees and prevented him from
having another, very painful encounter with bees.

In fact, the professor’s fear of bees may have protected him
from other insects as well. After developing his fear of bees,
he soon found that not only was he afraid of bees, he was

also afraid of wasps, yellow jackets, and any other flying

insect that could sting. In psychological terms, his fear had
undergone stimulus generalization, which occurs when
stimuli that are similar to the CS have the same power to
elicit the CR even though they have never been paired with
the US. The professor had never been stung by a wasp, yet
he feared them because they are similar to bees.

Stimulus generalization also occurred in the Little Albert
experiments. After being conditioned to fear the rat, Albert
also exhibited fear when presented with a dog, a rabbit, a fur
coat, and a fake white Santa Claus beard. His fear of white rats
had generalized to several furry things (Watson & Rayner,
1920). This may leave you wondering what happened to Little
Albert. Unfortunately, Albert’s mother withdrew him from
the program and moved away before Watson and colleagues

could remove the fear they had conditioned in Albert.
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(FI1GURE 5.5 NN

® Counterconditioning Dentists
a often use counterconditioning to
reduce the fear that children feel
during dental exams. By associating
a trip to the dentist with nonthreat-
ening things, such as stuffed animals

and cartoon characters, children
become conditioned to feel more
positive emotions and less fear at
the dentist’s office.

Judith Haeusler/Getty Images

A few years after the end of the Little Albert experiments, one of Watson's students, Mary
Cover Jones, developed a technique for removing conditioned fears (Klein, 1987). Jones’s
technique involved gradually moving the fear-producing stimulus closer and closer to the par-
ticipant while the participant was engaged in some task that made him or her have a positive
emotional response, such as reading. By pairing the feared stimulus with positive emotion,
Jones reduced the participant’s phobia (® FIGURE 5.5). This type of technique 1s called coun-
terconditioning because the participant is slowly classically conditioned to have a positive
rather than a negative reaction to the stimulus. Today, systematic desensitization 1s a modern
technique for treating phobias that 1s based on Jones’s procedure (Wolpe, 1958; Choy, Fyer,

& Lipsitz, 2007). We will explain systematic desensitization in more detail

in Chapter 15 when we discuss psychotherapy.
l £ Unfortunately, Albert was unable to benefit
L
N

from any therapeutic intervention. Having possi-
bly left Albert in a state of fearing furry
things violates one of the most impor-
tant ethical rules of psychology: that
researchers should not do lasting

counterconditioning using classical
conditioning to remove an undesired
conditioned response in a person or animal

For those who handle poisonous and
nonpoisonous animals, being able to
generalize and discriminate among
them is an extremely important
ability. Successful, experienced snake
handlers, such as Jeff Corwin, treat
poisonous snakes with more caution
than they treat nonpoisonous ones.

Kevin Winter/Getty Images
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harm to their participants. To be fair to Watson and Rayner, it 1s unknown if Albert suffered
from a lasting phobia after leaving the experiment, or whether any conditioned fear general-
1zed in the real world. However, the mere possibility that Albert may have been scarred by
his experience warrants serious ethical consideration. Phobias can be debilitating and are
some of the most common psychological disorders in the United States. In one study of more
than 18,000 Americans, 19.9% of African Americans, 12.7% of Hispanics, 11.5% of European
Americans, and 6.6% of Asians were found to have suffered from the symptoms of a phobia
although they may not have been diagnosed with a phobic disorder (A.Y. Zhang & Snowden,
1999). In addition, a more recent study of 8,205 people 65 and older found that 6.05% of them
had actually had a diagnosable phobia at some point in their lifetime (K. L. Chou, 2009).
However, not all classically conditioned responses will generalize. The opposite pro-
cess, stimulus discrimination, often occurs. In stimulus discrimination, the CR occurs in
response to a particular CS, but 1t does not occur in response to other stimuli that are similar
to the CS. For instance, a woman who works in the reptile house at the zoo 1s probably not
afraid of most snakes, but if she found herself face-to-face with a poisonous king cobra, she
would likely feel afraid. In other words, she has learned to discriminate between poisonous
and nonpoisonous snakes. For her, this discrimination 1s very useful. It allows her to do her
job without constant fear, but it also allows her to protect herself in truly dangerous situations.
Although conditioned fear may serve to protect us from harm by motivating us to avoid cer-
tain dangers, positive emotions can also be classically conditioned. For example, Michael Gates
Gull has positive emotional reactions to Starbucks. Cues associated with Starbucks may act as CSs
for Mike because they were associated with other stimuli that brought about positive emotional
feelings in him. Consider a hypothetical example: smelling Starbucks coffee (NS/CS) makes
Mike feel happy (UR/CR) because he has associated this scent with the respect and friendship
the Starbucks employees gave him (US). Many of our reactions are the result of real-world classi-
cal conditioning. Given this, can classical conditioning be used to intentionally control our reac-
tions to certain stimuli? In other words, is classical conditioning useful in everyday life?
Many advertisers use classical conditioning to get consumers to respond positively to their
products. For example, television ads often use images of beautiful people, adorable animals,
and beautiful scenery to sell products (Pleyers, Corneille,
—— Luminet, & Yzerbyt, 2007). The hope here is that the
' \ positive emotions (UR) elicited by these images (US)
- will become CRs that are elicited by the product
*  (NS/CS). If you feel warm and fuzzy about the
product, you may be more likely to buy 1t.
Evidence suggests that this application of classi-
cal conditioning does indeed work. In fact, classically

conditioned positive emotions can have a greater impact on consum-
ers’ attitudes about a product than does actual knowledge about the
product. This is especially true when exposure to the product has
been limited (Greenvale, Jeen-Su, & Mukesh, 1998). For exam-
‘ ple, evenif you are not a beer drinker, you may feel happy when

© Tony Freeman/PhotoEdit

you see a store display for a particular brand of beer because
you associate this brand with a cute, funny animal from the
beer commercials on TV. With little firsthand knowledge of
the product (you don'’t drink beer), this positive emotion might
be just enough to get you to buy this brand for your next party.
No wonder companies spend so much money developing ads

stimulus discrimination responding
only to particular stimuli

By making them laugh, the Geico
Gecko may classically condition
consumers to feel good about Geico
Insurance. This positive emotion,
in turn, may influence their future
decisions about car insurance.

that will make us feel good.

Classical Conditioning of Physiological Responses:
The Special Case of Taste Aversion

Emotions are not the only things that can be classically conditioned.
Pavlov’s original demonstrations of classical conditioning
show a physiological response, salivation. But what other
kinds of physiological responses can be classically con-
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ditioned? Table 5.1 (p. 182) gives a list of some of the US-UR relationships that could form
the basis of classical conditioning. Of these, one of the most important and common 1s the
classical conditioning of nausea.

Have you ever eaten a food that you liked and soon after become sick to your stomach with
the flu, food poisoning, motion sickness, or some other ailment? Then, after recovering from
your sickness, did you find the sight, smell, or even the idea of that food nauseating? If you
answered yes to both of these questions, you have experienced what psychologists call clas-
sically conditioned taste aversion, also known as the Garcia effect in tribute to psychologist
John Garcia, who did much of the classic work on this type of learning.

One of the authors can vividly remember going through this type of conditioning as a
child. After she ate a big dessert of peppermint ice cream, she came down with a severe
case of tonsillitis that was accompanied by nausea and vomiting. After she recovered from
the tonsillitis, it was years before she could even think about peppermint ice cream without
feeling queasy. The same author regularly holds an informal contest in her classes to see who
has had the longest-running taste aversion. The current record stands at more than 20 years!

It seems that taste aversion 1s something that we learn with particular ease (Garcia &
Koelling, 19606). Taste aversion is unique in two ways. First, it often occurs with only one
pairing of the NS/CS and the US. Unlike most cases of classical conditioning, in taste
aversion a single pairing of the food (NS/CS) and the virus (US) is usually sufhicient to
cause strong conditioning. The second difference is that in taste aversion, the interval
between the NS/CS and the US can be very long. Intervals as long as 24 hours can result in
conditioning (Garcia, Ervin, & Koelling, 1966; Logue, 1979). Because taste aversion 1s an
exception to some of the rules of conditioning, some psychologists believe that our genes

biologically predispose or prepare us to learn taste aversion easily (M. E. P. Seligman, 1970; taste aversion classical conditioning
Yamamoto 2008) that occurs when a person or animal pairs
) the experience of nausea with a certain

. . o food and becomes conditioned to feel ill
substances. Once something has made us sick, we want no part of it in the future. No doubt at the sight, smell, or idea of the food

By learning taste aversion easily, we are better able to avoid certain poisonous plants and

the ability to learn taste aversion quickly and consequently avoid poisonous substances has
survival value. Therefore, through natural selection, genes that enabled our ancestors to
learn taste aversion quickly would have been retained because animals with those genes—
human and nonhuman—would have lived whereas those with a sluggish response to taste
aversion would likely die. Taste aversion is widely seen in many species of animals (Garcia,

Coyotes like these were classically
conditioned to have taste aversion
for sheep meat. This conditioning

1992). ) ' provided a nonviolent, ecologically
In one famous study, Garcia and colleagues showed that taste aversion can be used to sound way for ranchers and coyotes
help control the pesky nature of some animals (Gustavson & Garcia, 1974). In the western  to coexist in harmony.

United States, coyotes often sneak into
sheep pastures and kill sheep rather than
hunt for food in the wild. Decades ago,
frustrated sheep ranchers would be very
tempted to either shoot the coyotes on .
sight or poison them. Garcia suggested
a more humane and ecologically sound
alternative—using taste aversion to con-
dition the coyotes to dislike sheep as a
food source. As part of the study, a few
sheep were slaughtered and their car-
casses were treated with a chemical that
causes nausea in coyotes. The tainted
carcasses were then left out for the coy-
otes to eat. Because coyotes can’t pass up
a free meal, they ate the sheep and got

very sick to their stomachs. After they
recovered, they wanted nothing to do
with sheep because of conditioned taste
aversion, giving today’s ranchers a non-
violent solution to the coyote problem.

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

Charles Volkland/PhotoLibrary



© Martyn F. Chilmaid/Photo Researchers, Inc.

190 CHAPTERS5 -«

HOW DO WE LEARN?

DENMIONSTRATION

You can use taste aversion to help yourself eat more healthily. Think of a food that you
frequently overindulge in, but wish you wouldn't (e.g., pizza, candy). Several times a
day, imagine a delicious serving of this food. While thinking of this food, also think of
something disgusting such as a bunch of worms squirming on your chosen food. If you
repeat this procedure for several weeks, you may find yourself less motivated to indulge
in this food. In a different approach, psychologists have classically conditioned children
to like healthful vegetables by pairing new vegetable flavors (NS/CS) with the flavor of
sugar (US) to produce liking (UR/CR) (Havermans & Jansen, 2007).

Aversion can also be used to treat alcoholism. The idea
behind this aversion therapy is to condition a taste aversion
to alcohol (S. Ross & Peselow, 2009). The client takes the drug
Antabuse. If he or she then drinks alcohol, the result 1s intense
nausea and headache, which often leads to conditioned taste
aversion. Aversion therapy has been shown to be modestly
helpful in motivating people with alcoholism to remain absti-
nent (J. W. Smith, Frawley, & Polissar, 1997). However, it does
not represent a “cure” for alcoholism. In one study, only 20%
of the people with alcoholism who were tested remained absti-
nent for 1 year after being treated with aversion therapy alone
(Landabaso et al., 1999). So although aversion therapy may be
a useful part of a comprehensive treatment program, it should
not be the only treatment used for alcoholism (Finn, 2003; R.
R. Hunt, 2002).

The failure of aversion therapy to reliably produce long-
term avoidance of alcohol indicates that although taste aversion
1s often an enduring type of learning, it doesn’t necessarily last
forever. What do you think causes the conditioned aversion to
disappear? Or, more generally, what brings about the end of

Hangovers are nature’s way of
discouraging future intoxication.

If you experience a hangover after
getting drunk, alcohol may become a
conditioned stimulus for nausea. This

classically conditioned taste aversion
may help ensure that you do not drink
to excess again in the future.

aversion therapy a type of therapy
that uses classical conditioning to condition
people to avoid certain stimuli

extinction the removal of a conditioned
response
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any classically conditioned response?

Extinction of Classically Conditioned Responses

Let’s assume that you had the misfortune of developing a classically conditioned taste aver-
sion to your favorite food because you ate this food just before you became ill with the flu.
Furthermore, let’s assume that you wanted to be able to eat your favorite food again without
feeling sick to your stomach. How would you go about ridding yourself of your acquired taste
aversion? One way would be to force yourself to eat the food over and over again. At first, you
would feel nauseated because of the conditioning, but if you continued to eat the food, your
conditioned nausea would eventually decrease, or undergo extinction.

In classical conditioning, extinction can be brought about by presenting the CS to the
participant without also presenting the US. In our example, extinction would begin when
you ate your favorite food (CS) and you did not have the flu (US). When the CS 1s presented
alone, 1t no longer predicts the onset of the US, and the CR decreases. Years later, the author
finally got over her taste aversion to peppermint ice cream after she took a job in a restaurant
that sold a great deal of it. After scooping many scoops of peppermint ice cream, she found
that the sight and smell of it no longer made her feel sick. It wasn'’t long before she was even
able to eat peppermint ice cream without a problem.

Recently, some have argued that habituation may also play a role in extinction (McSwee-
ney & Swindell, 2002). According to this argument, repeated exposure to the CS causes one
to habituate to it. As long as you ignore the stimulus, it 1s less likely to elicit a response from
you, and extinction ensues. But what if you have trouble ignoring the CS? One recent study
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found that characteristically anxious children exhibited more fear while habituating to a loud
sound than nonanxious children did. The anxious children also showed slower extinction of
their fear of the sound, suggesting that personality factors may affect both habituation and
extinction (Liberman, Lipp, Spence, & March, 2000).

Pavlov’s experiments with dogs also included extinction trials with the dogs. ® FIGURE
5.6 shows the acquisition, or learning, curve for the CR and the extinction curve for the
CR in Pavlov’s experiment. As you can see from this figure, the CR of salivation to the
buzzer was acquired over several trials in which the CS and the US were paired. In the
extinction trials, the buzzer was sounded but no food was presented, and there was a fairly
steady decrease in the CR. In other words, the dog became less and less likely to salivate
when it heard the buzzer. Does this mean that once a response has been extinguished,
it is gone forever?

The extinction curve in Figure 5.6 does not show a completely continuous pattern of
decrease in the CR. Sometimes, after a response has been extinguished, there will be a tem-
porary increase in the CR. This phenomenon, called spontaneous recovery, can occur at
any point during extinction (e.g., Troisi, 2003) and may be especially likely when a response
1s extinguished immediately after 1t is originally learned (Huff, Hernandez, Blanding, &
LaBar, 2009). Let’s go back to our example of taste aversion for peppermint ice cream. Today,
although your author does not have an active, ongoing taste aversion for peppermint ice
cream, every now and again when she thinks of peppermint ice cream, she will feel a bit sick.
Thankfully, her spontaneous recovery doesn’t last long. She soon reenters extinction, and she
can think of peppermint ice cream and even eat it without a trace of nausea.

What do you suppose would happen if she happened to eat some peppermint ice
cream on a hot day and suffered from a small amount of heat-induced nausea? Do you
think her taste aversion to peppermint ice cream would return? It 1s likely that it would. In
fact, responses that are extinguished are usually reacquired more easily than they were in
the first place. Extinction does not mean that we forget that there once was a connection
between the GS and the US; 1t simply means that the CR is less likely to occur when the
CS 1s presented.

So far, we have seen that learning can occur through habituation and classical condition-
ing. Habituation explains how we learn to ignore familiar stimuli, and classical conditioning
explains how we come to have certain emotional and physiological responses to stimuli. Both
of these types of learning occur frequently and are important to our ability to function, but
together they do not explain all behaviors. For example, neither habituation nor classical
conditioning can explain how we learn to drive a car or how a child learns to clean his room
every day. To understand how we acquire these types of behavior, we will have to explore
other types of learning.
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acquisition the process of learning
a conditioned response or behavior

spontaneous recovery during
extinction, the tendency for a conditioned
response to reappear and strengthen over
a brief period before reextinguishing

[F1GURE 5.6 I
® The Phases of Classical Condition-
ing These plots show the number of
conditioning trials on the x axis and the
strength of the conditioned response
on the y axis. During acquisition, the
response increases in strength as a func-
tion of the number of times the CS and
US have been paired together. During
extinction, the CS is presented without
the US, which leads to a decrease in the
strength of the CR. Note that during
extinction, sometimes there is a tempo-
rary, sharp increase in the strength of
the CR despite the fact that the CS has
not been recently presented with the
US. This is called spontaneous recovery.
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Let's
REVIEW n this section, we have given you a brief overview of some of the important

issues in classical conditioning. For a quick check of your understanding, try answering the fol-
lowing questions at increasing levels of difficulty.

1. InPavlov's original studies with the dog, the food was the

a. US c CS
b. UR d. CR

2. Inclassical conditioning, which of the following is most closely related to the NS?

a. US c. UR
b. CS d. CR

3. Janna, areal-estate agent, desperately wants to sell a home. She tells the owner to place a pan
of vanilla extract in the oven and heat it just before the prospective buyers arrive to look at the
house. Janna knows that the smell of vanilla in the house will increase the chance that the buy-
ers will like the house because they have been classically conditioned to respond favorably to
the smell of vanilla. In this example, what is the CR?

the pleasant emotions evoked by the smell of vanilla

the memory of Grandma baking cookies at Christmas

a.
b. the smell of vanilla
C
d. the house

operant conditioning a type of
learning in which the person or animal
learns through the consequences of its
behavior

(ecrazieLsuamsny )

What Should You Know?
Explain how classical
conditioning and operant
conditioning differ.

Explain the law of effect and

the experiments that led to its
discovery.

Describe the contributions that
B. F. Skinner made to the study
of operant conditioning.
Describe the phases of operant
conditioning.

Describe the factors that

affect the process of operant
conditioning.

Describe generalization,
discrimination, and shaping

as they relate to operant
conditioning.

Describe the decisions that must
be made when applying operant
conditioning in the real world.

OPeErRANT ConbpiTiONING: WHAT Do WE LEARN
From THE CoNSEQUENCES oF OuRrR AcCTIONS?

Suppose you are sitting in your psychology class, listening to a lecture, when your professor
asks the class a question. For some reason, you raise your hand to answer the question even
though you have never made a comment in this class before. The professor calls on you, and
you give the correct answer. In response to your answer, the professor smiles broadly and
praises you for giving such an accurate and nsightful answer.

How do you think this scenario would affect you? As a result of the professor’s reaction,
would you be more or less likely to raise your hand in the future when she asked a question?
If you are like most people, this type of praise would indeed encourage you to raise your hand
in the future. But what would happen if instead of praising you, she frowned and said that
your answer was one of the stupidest she had ever heard? How would this reaction affect
your behavior? Obviously, after such a cruel response, many of us would be very unlikely to
answer any more questions in that professor’s class.

Both of these examples illustrate another type of learning, called operant conditioning.
In operant conditioning, we learn from the consequences of our behavior. In our example, being
praised for answering a question makes one more likely to answer questions in the future;
being called “stupid” makes one less likely to answer future questions. We will see that oper-
ant conditioning 1s a powerful means of learning that explains how we learn many of the
important lessons in our lives. But first, we will begin by looking at how operant conditioning
was discovered.

law of effect a principle discovered
by E. L. Thorndike that states that
random behaviors that lead to positive
consequences will be strengthened and
random behaviors that lead to negative
consequences will be weakened

E. L. Thorndike’'s Law of Effect

At about the same time that Ivan Pavlov was developing his theories about learning in Russia,
American psychologist E. L. Thorndike (1874-1949) was busy conducting experiments on
operant conditioning in New York. Thorndike was working with cats in specially constructed
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puzzle boxes. A puzzle box 1s a box with a lid or door that locks into place so
that an animal can be locked inside. Once inside the box, the animal must
activate some type of unlatching device to win its release. The device that
unlatches the lid may be a rope pull, a pedal that needs to be pushed, or a
switch that needs to be flipped. ® FIGURE 5.7 shows a typical puzzle box with
a foot-pedal release.

In his research, E. L. Thorndike (1898) locked a hungry cat in one of these
puzzle boxes and placed some food outside the box. Then he recorded how
long it took the cat to figure out how to get out of the box. Once the cat
activated the device and got out of the box, Thorndike would take the cat
and place it back in the puzzle box. Over and over, Thorndike repeated this
procedure of imprisoning the cat and measuring the time it took the cat to
win its release.

Thorndike observed in these studies that when the cat was first placed in
the puzzle box, 1t thrashed around randomly until, by accident, it tripped the
mechanism and got out of the box. However, after several more trials, the
cat’s behavior became less random, and the time it took to get out of the box

193

® Puzzle Box This is an example of a puzzle box like those
used by Thorndike. To get out of the box, the cat would have
to pull the string or step on the pedal.

declined. This decrease in the amount of time it took the cat to get out of the box indicated to
Thorndike that learning was taking place: The cat was learning to associate its behavior with

the consequences that its behavior brought about.

Based on what he observed in his puzzle box studies, Thorndike developed a principle
of learning that he called the law of effect. The law of effect states that in a given situation,
behaviors that lead to positive, satisfying consequences will be strengthened, such that the next
time the situation occurs, the behavior is more likely to be repeated. In addition, the law of effect
states that in a given situation, behaviors that lead to negative, discomforting consequences will
be weakened, such that the next time the situation occurs, the behavior will be less likely repeated

(Thorndike, 1905).

Reinforcement

Let’s examine the law of effect in terms of a hungry cat in a puzzle box.
When the cat 1s first trapped in the box, 1t will likely perform many random
behaviors. For instance, it may claw, hiss, bite at the bars, roll over on its
back, or meow. But none of these behaviors will open the box. The cat’s
early responses to being stuck in the box are random or “trial-and-error.”
After some time, let’s say that the cat happens to step on the foot pedal
that opens the puzzle box and is able to get out to where the food is wait-
ing. This particular random behavior has led to a consequence that is far
more rewarding than any of the other random behaviors the cat has tried.
The law of effect states that this particular response is strengthened, or
reinforced, because 1t was instrumental in evoking a reward. This process
of reinforcement means that the rewarded behavior will become more
likely in the future. The next time the cat is locked in the box, it will be
more likely to step on the pedal than to try the other behaviors that did
not lead to release on prior trials. Over many trials, the law of effect results
in the cat’s becoming more and more likely to step on the pedal and less
and less likely to use other behaviors that were not reinforced in the past.
The behaviors that were not rewarded—and therefore not reinforced—
are likely to die out (see ® FIGURE 5.8).

Positive and Negative Reinforcement

The two types of reinforcement are positive reinforcement and negative rein-
forcement (see ® FIGURE 5.9). In positive reinforcement, the behavior leads
to the addition of something pleasant to the person or animal’s environment.
For instance, Thorndike positively reinforced the cat for stepping on the
pedal by giving the cat food when it got out of the puzzle box.

reinforcement the strengthening of a
response that occurs when the response
is rewarded

positive reinforcement
strengthening a behavior by adding
something pleasant to the environment
of the person or animal

Probability of behavior

— Biting the bars
~— Jumping

- Scratching

- Pressing the pedal

Number of trials in the puzzle box

® Reinforcement of a Successful Response in a Puzzle
Box Experiment The law of effect predicts that behaviors
that lead to positive consequences will be strengthened
whereas behaviors that fail to do so will weaken and be
eliminated. Over the trials of Thorndike’s study, the cats
became successively less likely to engage in nonproductive
behaviors—biting at the bars and jumping up and down—
and more likely to engage in pressing the pedal.
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[Ficure 5. o IENNENEGE T TR

® The Four Types of Consequences of Positive Reinforcement Negative Reinforcement
Behavior Reinforcement increases the Something pleasant is Something unpleasant is
likelihood of a behavior; punishment added to the environment removed from the environment

decreases it.

Reinforcement
The consequence increases the behavior

Example: Your cat learns to use the Example: Your cat, who hates to be wet, uses
cat door, so you give him a kitty treat. his new cat door to come in out of the rain.
Positive Punishment Negative Punishment
Something unpleasant is Something pleasant is
added to the environment removed from the environment

Example: Every time your cat starts to scratch | Example: Your cat misbehaves, so you put him in
your chair, you squirt him with a squirt bottle. | a different room from the canary and the goldfish.

Punishment
The consequence decreases the behavior

In negative reinforcement, the behavior is rewarded by the removal of something
unpleasant from the person or animal’s environment. In Thorndike’s case, the cat was nega-
tively reinforced for stepping on the pedal because this behavior led to the removal of its
imprisonment in the puzzle box. We are, of course, assuming that the hungry cat did not
enjoy being trapped in the box.

The difference between punishment and negative reinforcement is a point that gives many
students great trouble because they tend to think that negative reinforcement is a type of
punishment. This is not the case. The “negative” in negative reinforcement refers to the fact
that negative reinforcement removes something from the person’s or animal’s environment;
1t does not refer to a negative or unpleasant consequence of the behavior. When you see the
term reinforcement, keep in mind that reinforcement leads to an increase in behavior. Punish-
ment, on the other hand, 1s an unpleasant consequence that leads to a decrease in behavior.
(We'll discuss punishment in more detail in a moment.)

A Japanese View of Reinforcement

The United States, like many Western cultures, 1s an individualistic society; people are judged
on their individual accomplishments in life. To be successful in America, you must show that

negative reinforcement you have accomplished something of value—a prestigious job, an ability or talent that few
strengthening a behavior by removing others have, and so on. In Japan (and several other Asian cultures), accomplishments of the
something unpleasant from the individual are not valued nearly as much as accomplishments of the group. For this reason,
environment of the person or animal Japan 1s referred to as a collectivistic culture. To be successful in Japan, you must show that
punishment the weakening of a you have helped the group succeed. For example, a successful employee helps his company
response that occurs when a behavior achieve prestige and financial gain; his success 1s not measured by how much he, as an indi-
leads to an unpleasant consequence vidual, attains.
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Given that psychologists are influenced by the cultures in which they live, it 1s understand-
able that our U.S. view of what 1s reinforcing and punishing reflects a bias toward individual-
istic rewards and punishments. So how might a Japanese psychologist view the concept
of reinforcement in a collectivistic culture?

Researcher Yutaka Haruki has developed a theory of human reinforcement that describes
additional consequences that are reinforcing. Haruki’s reinforcements go beyond the West-
ern notions of positive and negative reinforcement (Ogawa & Haruki, 2002; Haruki, 2000;
Haruki, Shigehisa, Nedate, Wajima, & Ogawa, 1984), and his theory does not apply to non-
human reinforcement because it reflects the values found in a collectivistic human society.
According to Haruki’s human reinforcement theory, there are four types of consequences
that reinforce human behavior:

External reinforcement (oshitsuke): You are rewarded by someone else with either positive
or negative reinforcement. For example, a parent gives a child a new toy for earning a good
grade on an exam.

Self-reinforcement (makase): You reward yourself—with either positive or negative rein-
forcement—for your own behavior. For example, you buy yourself a new CD or allow your-
self to skip a day at the gym for doing well on an exam.

Internal reinforcement (uketome): You reward someone else for your own behavior. For
example, you shake your professor’s hand after earning an A in the professor’s course.

Alien reinforcement (mitome): You reward yourself when someone else engages in a desired
behavior. For example, you may be proud when your child scores a soccer goal. If your child
accepts that you are proud of this behavior, the child is also rewarded.

The Japanese view of conditioning emphasizes the role that the opinions and actions of
others play in reinforcing a person’s behavior. This is what one would expect to see in a col-
lectivistic culture, in which one’s behavior 1s judged not on an individual basis, but rather
on how that behavior affects the group. Numerous studies done by Yutaka Haruki and col-
leagues (for a review, see Haruki, 2000) have indicated that Japanese children can be condi-
tioned by these types of reinforcement. Interestingly, Haruki and Shigehisa (cited in Triandis,
1994, p. 35) found that although Americans can be conditioned by both external and alien
reinforcement, Americans learn best through external reinforcement. It appears that culture
can influence what we find reinforcing.

Punishment

As you can see from Figure 5.9, punishment also comes in two varieties. Positive punish-
ment occurs when a behavior results in the addition of something unpleasant to the person’s
or animal’s environment. For example, a puzzle box could be rigged to electrify the floor of
the cage every time the cat stepped on the pedal. The cat would then be positively punished
every time it stepped on the pedal because the resulting shock would add pain to the cat’s
environment.

In negative punishment, the behavior leads to the removal of something pleasant from
the person’s or animal’s environment. A puzzle box could be rigged so that when the cat
presses the pedal, a drape falls over the cage, and the cat can no longer see outside the cage. If
the cat enjoys seeing outside the cage, then stepping on the pedal would lead to negative pun-
ishment because it leads to the loss of a pleasant privilege for the cat. The effect of punish-
ment is to decrease a behavior, regardless of whether the punishment is positive or negative.

How Do Classical and Operant Conditioning Differ?

You may be wondering how operant conditioning differs from classical conditioning. In the

real‘w‘orld, c!assical and operant conditiopipg often occur simultaneously (Bitterrnap, 20006). positive punishment weakening a
So, 1t 1s very important that you learn to distinguish between these two types of learning. One  behavior by adding something unpleasant
way operant conditioning differs from classical conditioning is that in classical conditioning, ~ to the person’s or animal’s environment

the person or ammal‘play's a rat.her passive role. A US natuljally evokes: a UR, and l‘earmng negative punishment weakening a
occurs be@use a GS 1s paired w1th the US. The'pers‘op or animal doesn’t have to acmvgly do  pehavior by removing something pleasant
anything; it merely responds reflexively to the stimuli, just as Pavlov’s dogs naturally salivated ~ from the person's or animal's environment
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when food was presented. In operant conditioning, however, the person or animal plays a
more active role. The person or animal has to first engage in some nonreflexive behavior
before learning can occur. In our example, the student had to first answer a question in class
before any operant conditioning could occur (see p. 192). There 1s no US that will reliably
cause a student to answer a question in class. The student must decide to answer on her own.

Another difference between classical and operant conditioning is that in classical condi-
tioning, there is one clear response that 1s required of the person or animal. For example, in
Pavlov’s experiments the food would cause only salivation in the dog. Therefore, the only
response that could be conditioned in this case would be salivation. In operant conditioning,
the person or animal may engage in any number of responses. For instance, while sitting in
class, a student could answer the professor’s question, not answer it, sleep, read a book, and
so on. Any of these responses could be operantly conditioned to become stronger, but only 1f
it evokes positive consequences from the environment.

A final difference is in the types of responses conditioned through these two processes. As
you will recall, emotional and physiological responses tend to be classically conditioned. In
operant conditioning, the responses that are conditioned tend to be more complex behaviors
as opposed to simple emotional or physiological reactions. Operant conditioning can explain
things as complex as how a student learns to freely answer questions in class or how a child
learns to speak politely in public. Classical conditioning cannot account for these types of
learning because there 1s no US that will evoke these types of responses, and without a preex-
1sting US—UR relationship, there can be no classical conditioning.

As you study this material and prepare for your exams, keep in mind the important ways
that classical and operant conditioning differ from each other. Keeping the points that distin-
guish these two types of learning foremost in your thoughts as you study and take exams can
only help you succeed!

B. F. Skinner and Operant Responses

One psychologist who was concerned with clearly distinguishing operant conditioning from
classical conditioning was B. F. Skinner (1904-1990). Although E. L. Thorndike 1s generally
credited with beginning the experimental study of operant conditioning, Skinner is more
commonly associated with this type of learning. Skinner began to formally study operant
conditioning in the late 1920s when he was a graduate student at Harvard University. During
his long career—from the 1920s to the 1990s—Skinner made many significant contributions
to our understanding of operant conditioning (Schultz & Schultz, 2000). Perhaps some of
Skinner’s most obvious contributions were to introduce new terminology and technology to
the study of this type of learning.

Skinner actually introduced the term operant to the study of this type of conditioning.
When E. L. Thorndike first wrote the law of effect, he referred to learning from the con-
sequences of behavior as instrumental conditioning because behavior was “instrumental” in
obtaining certain consequences. Yet, Skinner felt that the term operant better distinguished
this type of learning from classical conditioning than the term instrumental did. Skinner
wanted to emphasize the fact that in classical conditioning, the person or animal does not
actively choose to operate on the environment to produce some consequence; rather, the
response 1s forced from the animal.

In contrast, Skinner wanted to emphasize that in operant conditioning, the animal makes
a choice to respond to its environment 1n a certain way. Therefore, Skinner chose to refer to
instrumental behavior as operant behavior—behavior that operates on the environment to
produce some consequence (Skinner, 1938). Today, most psychologists take their lead from
B. F. Skinner, using the term operant conditioning.

Another of Skinner’s contributions to the study of operant conditioning was the method
he developed for studying animal behavior. Skinner felt that Thorndike’s use of puzzle
boxes required too much time for each trial. It took the animal a long time to figure out how

operant behavior behavior that to open the box and receive its reward, which limited the number of trials that could be
operates on the environment to cause run in a given experiment and caused problems for researchers because the animal might
some sort of consequence to occur get tired before it had completed enough trials to be conditioned. To solve this problem,
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Skinner constructed an apparatus that allowed him to study the operant conditioning of a
simpler response. This device, now called a Skinner box, is a chamber large enough to
house a small animal, typically a rat (® FIGURE 5.10). Inside the chamber 1s a lever or bar
that the rat can press down. When the animal depresses the lever or bar, 1t receives rein-
forcement in the form of a pellet of food from an automatic feeding device attached to the
chamber. Skinner boxes are also built for pigeons; the pigeon receives a reward by pecking
at a disk on the side of the box.

To study operant behavior, Skinner would place a hungry rat in the Skinner box and wait
for the rat to accidentally press the bar. Once the rat pressed the bar, a pellet would drop into
the chamber to reinforce this operant behavior. The rat was free to press the bar as often as
it wanted and whenever it wanted. By recording the number of bar presses and when they
occurred, Skinner could get a good picture of the acquisition of the operant behavior. Using
the Skinner box, researchers have been able to learn a great deal about the different aspects of
operant conditioning. This advance in the methodology and apparatus for studying animal
learning 1s one of B. F. Skinner’s major contributions to psychology. Skinner box technology
has also been adapted for use in developing educational toys. For a look at some of these
modern “Skinner boxes,” see ® TECHNOLOGY AND BEHAVIOR.

Acquisition and Extinction

Two areas that Skinner explored were acquisition and extinction. You may recall from our
discussion of classical conditioning that acquisition refers to the conditioning of a response
and extinction refers to the loss of a conditioned response. As in classical conditioning, it
1s possible to plot acquisition and extinction curves for operantly conditioned behaviors.
The rat learns that pressing the bar leads to obtaining food, and its tendency to press the
bar increases. However, the rat can eat the pellets only so fast. Therefore, the number of
times the rat will press the bar in a given time frame 1s limited by the speed at which 1t eats
(® FIGURE 5.11).

Extinction also occurs in operant conditioning, but it is caused by circumstances that
differ from those that cause extinction in classical conditioning. In classical conditioning,
extinction occurs because the CS 1s presented without the US. In operant conditioning,
extinction occurs because the behavior 1s no longer reinforced (see Figure 5.11). Many of
us hold jobs, and going to work is an example of an operantly conditioned response. We

The Phases of Operant Conditioning
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receives a reward for
pressing the bar. As a
result, it resumes pressing
the bar, and the total
number of bar presses

100

Total number of bar presses
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® Skinner Box In these operant cham-
bers the animals can be reinforced with

food for pressing the bar or pecking
the disk. Skinner boxes like these allow
researchers to efficiently gather data on
operant conditioning.

[FIGURE 511 N

® Acquisition and Extinction in
Operant Conditioning Just as we

saw in classical conditioning, operant
responses can also undergo acquisition,
extinction, and reacquisition.

Skinner box a device created by

B. F. Skinner to study operant behavior in a
compressed time frame; in a Skinner box,
an animal is automatically rewarded or
punished for engaging in certain behaviors
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ARE LEAP PADS,

PLAYSTATIONS,

AND XBOXES

THE SKINNER BOXES OF THE 21ST CENTURY?

In 1958, B. F. Skinner wrote an article, entitled Teaching
Machines, in which he argued that psychologists and educa-
tors should apply their understanding of operant condition-
ing to develop devices that would allow children to learn at
their own pace (Skinner, 1958). In Skinner’s view, these teach-
ing machines would present the learner with a question or
task to answer or complete. If the learner’s answer was correct,
the machine would allow her to advance to the next question,
thereby reinforcing the learner for getting the correct answer. If
the learner’s answer was incorrect, she would not be allowed to
advance until she provided the right answer, thus withholding
reinforcement for the incorrect response.

Before advanced computer technology became part of

everyday life, such teaching machines were elaborate and cum-
bersome to construct. The personal computer changed all this.
Today, we have abundant examples of these“teaching machines,”
although we rarely refer to them as such. They are now known
as Leap Pads, Nintendo DS, Xbox, Wii, PlayStation, and so on.
Some of these products were developed with the specific goal
of being educational, teaching machines. Others were not. We'll
see, however, that regardless of their intended use, these devices
can condition users in both positive and negative ways.
In playing electronic games, players are rewarded for their
behavior in various ways. A child selecting a correct answer on
a Leap Pad hears a reward tone and is congratulated. A gamer
scores points for shooting the bad guy, gets to see the next level
after successful play, receives feedback on his exercise form from
a Wii console, and so on. Players can also be punished. If you
make a bad decision, your character might be killed or you may
lose points or resources. You may hear a disappointed failure
tone if you spell a word incorrectly, and so on.

Many of us do not realize that while we are playing electronic
and video games, we are being conditioned by these high-tech
devices.

Bruce Laurance/Getty Images

A large amount of research has documented the nega-
tive impact these games have on behavior, especially games
that have violent or sexual content or both. For example, in
young children, playing violent video games is associated with
poorer attention, and spending more time gaming in general is
associated with increased aggression and poorer competence
at school (Hastings et al.,, 2009). For college students, playing
video games in which women are portrayed as sex objects
resulted in increased tendencies to treat women inappropriately
(Yao, Mahood, & Linz, 2010). In addition, young men randomly
assigned to play the video game Grand Theft Auto Ill were found
to exhibit more uncooperative behavior and more permissive
attitudes about alcohol and drugs than did a control group that
played a low-violence game (S. S. Brady & Matthews, 2006).

Is the news all bad? Or, can these modern-day Skinner
boxes also condition us in positive ways? Research does suggest
that these technologies can be beneficial. In a preliminary study,
kindergarteners who used a Leap Pad experienced an increase
in reading enjoyment, reading proficiency, and reading engage-
ment (Munson, 2006). Another study showed that older people
using Nintendo DS to play “brain training” games that exer-
cise cognitive function were more engaged in the games and
enjoyed them more than doing the same sorts of exercises in a
paper and pencil format (Nacke, Nacke, & Lindley, 2009). Given
that numerous studies suggest that exercising cognitive func-
tion in adulthood may help us keep our cognitive abilities longer
(Valenzuela & Sachdeyv, 2009), having engaging devices like the
Nintendo DS to encourage such exercise is a good thing.

It appears that gaming content holds the key to determin-
ing whether or not these technologies produce beneficial learn-
ing. For example, games that depict prosocial themes (such as
helping others) have been shown to increase actual prosocial
behavior in gamers (Greitemeyer & Osswald, 2010). Playing
fast-action games tends to increase our speed in performing
subsequent perceptual tasks, but if you want to increase your
perceptual accuracy you should play puzzle games (Nelson &
Strachan, 2009).

Like most things, it appears that these electronic games
can be both beneficial and harmful. To minimize the possibility
of negative outcomes, play games with nonviolent themes and
place reasonable limits on gaming time.
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go to work because we expect to be reinforced for this behavior on payday.
What would it take to extinguish your going-to-work behavior? The answer
1s simple, 1sn't it? All it would take is the removal of your reinforcement. If
your boss stopped paying you, you would likely stop going to work. In oper-
ant conditioning, withholding the reinforcement that maintains the behavior
causes the extinction of that behavior.

Like acquisition, extinction does not typically happen in one trial. Even if
your boss failed to pay you on payday, you might very well return to work for
afew days. In fact, you might even experience a temporary extinction burst,
during which you worked harder in an attempt to obtain reward immediately
after your boss withholds your pay (e.g., Galensky, Miltenberger, Stricker,
& Garlinghouse, 2001). At the very least, you probably would not entirely
abandon work until it became very clear that reinforcement would no longer
be forthcoming. Extinction tends to occur over a number of trials. Each time
the person or animal emits the operant response without being reinforced,
its tendency to repeat the response diminishes (see Figure 5.11).

Because extinction removes responses, it has many practical applica-
tions. One way to stop someone from engaging in an annoying behavior is
to extinguish it by removing the reinforcement for that behavior. Take the
example of a parent and child shopping together in a department store. The
child sees a toy that he wants, but his parent refuses to buy it. At this refusal,
the child begins to whine and cry, but instead of punishing the child for
this behavior, the parent ignores the child. By not reinforcing the whining '
and crying, the parent begins to extinguish this annoying behavior. Once the
child learns that crying and whining do not lead to reward, the child will stop
using this behavioral strategy to get what he wants.

The trick to using extinction to reduce unwanted behaviors is figuring out
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what 1s actually reinforcing the behavior, removing that reinforcement, and
then making sure that no other reinforcement of the unwanted behavior is occurring (G. Mar-
tin & Pear, 1983). If Dad ignores the child’s tantrums when he takes the child shopping but
Mom gives in and buys the child toys, then the behavior will not be completely extinguished.

Shaping New Behaviors

Before a behavior can be operantly conditioned, the person or animal must first engage in
the behavior spontaneously. Before Thorndike’s cat learned to quickly receive its reward by
stepping on the foot-release in the puzzle box, it first had to accidentally or spontaneously
step on the pedal and open the box. Learning occurs only after the behavior has been emitted
and the person or animal has been either punished or rewarded. Given this, how can oper-
ant conditioning explain the development of novel behaviors? For example, how could
an animal trainer use operant conditioning to teach a dog to do a trick that involves walking
on its hind legs?

Animal trainers use an operant conditioning technique called shaping, in which a novel
behavior is slowly conditioned by reinforcing successive approximations of the final desired
behavior. In the case of training the dog, the trainer will reinforce any spontaneous behav-
ior that 1s in the direction of the final desired behavior. The trainer may start by rewarding
the dog for looking at him. Once the dog learns to pay attention, it may expand on this
behavior by sitting up. This will also lead to a treat. Then the dog must sit up to get the
treat. Once the dog learns to sit up, it may go a bit further and rear up a bit on its hind legs.
This will also earn the dog a treat. Now that the dog can rear up, it must do so to get a treat.
Atfter rearing up for a time, the dog may spontaneously go up all the way onto its hind legs.
The trainer responds with more treats. Soon the dog will progress to standing on its hind
legs, and the trainer will reciprocate with more treats every time the dog stands up on 1ts
hind legs. The final step comes when the dog spontaneously takes its first steps after being
conditioned to stand on its hind legs. At this point, all the trainer has to do is reward the
dog for walking on its hind legs.

By ignoring this child’s tantrum, the
parent is placing the child on an
extinction schedule. If the parent
does not reward the child for this
behavior, the behavior should be less
likely to occur in the future. Keep in
mind, however, that extinction bursts
may cause temporary increases in the
behavior along the way.

extinction burst atemporary increase
in a behavioral response that occurs
immediately after extinction has begun

shaping using operant conditioning to
build a new behavior in a person or animal
by rewarding successive approximations of
the desired response
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Shaping has many useful purposes in the real world. A par-
ent could use shaping to help a child become more success-
ful in school. At first the parent could reward the child for any
study-related behavior, such as doing reading assignments or
homework. Then the parent could progress to rewarding the
child for earning good grades on individual assignments, fol-
lowed by a reward only for good grades on individual exams.
Then the parent could reward the child for making good grades
in individual courses. Finally, the parent could reward the child
only for making good grades in all courses. By slowly rewarding
closer and closer approximations of the final desired behavior,
the parent can shape a behavior in the child that would, per-
haps, have never occurred on its own.

Schedules of Reinforcement

Acquisition and extinction of operant behavior seem simple
enough, but numerous Skinner box studies have taught us that

Neilson Barnard/Getty Images

Animal trainers such as the Dog
Whisperer, Cesar Milan, sometimes
use shaping to get animals to perform
new behaviors.

schedule of reinforcement

the frequency and timing of the
reinforcements that a person or animal
receives

continuous reinforcement

a schedule of reinforcement in which
the person or animal is rewarded for
every instance of the desired response

partial reinforcement schedule
a schedule of reinforcement in which
the person or animal is rewarded for only
some instances of the desired response

fixed ratio schedule a schedule of
reinforcement in which the person or
animal is rewarded for every xth instance
of the desired response

variable ratio schedule a schedule
of reinforcement in which the person or
animal is rewarded on average for every
xth instance of the desired response
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many factors can affect the rate at which responses are acquired
or extinguished. One extremely important factor is the schedule of reinforcement —the
timing and the consistency of the reinforcement.

Continuous Schedules of Reinforcement

Conceptually, the simplest type of reinforcement schedule 1s continuous reinforcement,
in which each and every instance of the desired behavior is rewarded. In a Skinner box study,
every time the rat presses the bar, a pellet of food is delivered to the rat. In real life, many
simple behaviors are reinforced on a continuous schedule. One example is when we reach
for objects. The act of reaching is reinforced when we actually grasp the object we were trying
to get. Except in unusual circumstances, such as reaching for an object on a shelf that 1s too
high, reaching is rewarded every time we reach (Skinner, 1953). Unfortunately, continuous
schedules of reinforcement are often not very helpful when using operant conditioning to
modify behavior.

There are two main reasons that continuous reinforcement is often not very helpful. The
first drawback 1s a practical one. Let’s say that you were going to use continuous reinforce-
ment to change a child’s behavior. You want your child to be polite when speaking to
others, so you decide to use a continuous schedule and reinforce your child with praise
every time she 1s polite. Would this be feasible? We doubt it. A continuous schedule of
reinforcement would mean that you would have to be around your child every time she
was polite, and you would have to praise or otherwise reward her for this politeness. This
Just isn’t practical or possible.

The second problem is that continuously reinforced behaviors are vulnerable to extinc-
tion. What happens when your children are not in your presence, and you are not there to
continually reinforce their good behavior? As we have already seen, when reinforcement is
withheld, behavior often starts to extinguish. The problem with using continuous schedules
of reinforcement 1s that they lead to behaviors that extinguish very quickly once the reinforce-
ment ceases (Nevin & Grace, 2005).

Why would this be true? When a behavior has been continuously reinforced, there
1s a very clear contingency between the behavior and the reward. The person or animal
learns that the behavior should always lead to a reward. When the reinforcement stops,
a clear signal 1s sent that the contingency no longer holds true, and extinction occurs
relatively rapidly. If the behavior 1s reinforced only some of the time, the child or animal
1s less likely to see the lack of reinforcement as a sign that the contingency is no longer
operating. Schedules of reinforcement that reinforce a behavior only some of the time are
called partial reinforcement schedules. Ratio schedules of partial reinforcement are
based on the number of responses, whereas interval schedules are based on the timing of
the responses.
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Total Number of Bar Presses Seen with Partial Reinforcement of a Rat in a Skinner Box
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® Partial Reinforcement of a Rat in a Skinner Box This graph plots the rates of response for different schedules of reinforcement and the points
at which the rat is reinforced. Notice how the rat’s bar-pressing behavior changes before and after it receives a pellet on the different schedules of
reinforcement. Which schedule would you use if you were going to use positive reinforcement to train your dog?

Ratio Schedules of Reinforcement

In a fixed ratio schedule, a set number of responses must be emitted before a reward 1s
given. For example, suppose every third response 1s rewarded. A rat in a Skinner box would
have to press the bar three times to get a food pellet. In the real world, some people are paid
on fixed ratio schedules. A person who works in a manufacturing plant and is paid a bonus for . .

! . . ) . next reward is due, people playing the
every 100 parts assembled is being reinforced on a fixed ratio, as are agricultural workers who . likely to show high rates
are paid per bushel of fruit picked, garment workers who are paid per piece sewn, and so on. of responding and very slow rates

Slot machines pay off on a variable
ratio schedule of reinforcement.
Because it is hard to predict when the

Besides producing slower extinction than continuous reinforce- of extinction. This translates into big
ment, fixed ratio schedules also lead to fairly high response rates '
(® FIGURE 5.12a). High rates of responding are especially likely 1f 1t
takes many responses to get a reward (Collier, Hirsch, & Hamlin,
1972; C. E. Stephens, Pear, Wray, & Jackson, 1975). If your goal
1s to produce many instances of the behavior, such as many filled
boxes of raspberries, 1n a short time frame, a fixed ratio schedule
may just do the trick.

The second type of ratio schedule is the variable ratio sched-
ule, in which the exact number of responses that are required to
receive a reward varles around some average. For example, the rat
may have to press the bar two times to receive the first reward, one
time to receive the second reward, and then six times to receive
the third reward.

Variable ratio schedules of reinforcement yield high rates of
response (IFigure 5.12b) and even slower rates of extinction than
fixed ratio schedules. A real-world example of varable ratio
reinforcement 1s slot machines, which pay off on a variable ratio
schedule of reinforcement. You never know how many pulls of the
handle it will take to lead to the reward of a payoft. Consequently,
people will play slot machines for long periods of time, even when

profits for the casinos!
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® Fixed Interval (FI) Schedule of Reinforcement This is an example of an FI 10-minute schedule

of reinforcement for a rat in a Skinner box. The blue dots indicate when the rat pressed the

bar, and the red dots indicate when the rat was rewarded for its bar-pressing behavior. A
On an Fl of 10 minutes, the rat will receive a maximum of one reinforcement during

any one 10-minute interval. Over time, the rat learns to press the bar only when

areward is due—right around the 10-minute interval

O

mark. Yes, rats do have some sense of time!
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This timer will allow the rat
to get only one pellet in a
10-minute interval—no
matter how often the rat
presses the bar.
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they haven'’t hit the jackpot. One of us once knew a person who claimed to have lost $2,000
in slot machines during a weekend in Las Vegas. That type of resistance to extinction keeps
many a casino owner very happy.

Interval Schedules of Reinforcement

Ratio schedules of reinforcement are based on the number of responses emitted by the
person or animal. In interval schedules of reinforcement, the person or animal is rewarded
only once per some interval of time. In a fixed interval schedule, the person or animal is
rewarded for the first instance of the desired response, after which a set interval of time must
pass before any other instances of the response will be rewarded. For example, if a rat in a
Skinner box is reinforced on a fixed interval of 10 minutes, it will be rewarded for its first bar
press, but not again until after 10 minutes have passed—no matter how many more times it
presses the bar. Then the first bar press after the 10-minute mark has passed will be rewarded
(® FIGURE 5.13).

The typical pattern of responding with a fixed interval schedule is to see most of the
responding right around the time at which the reward 1s due. Then once the person or animal
has received its reward for an interval, it usually stops responding for most of the remainder
of the interval. One example of a fixed interval schedule is a yearly performance review at
work. If an employee knows that she 1s going to be evaluated every January, she might be
tempted to work her hardest in December. Immediately after being reviewed, the employee
may be tempted to reduce her performance because she knows that she will not be reviewed
again for another year. But as the end of the interval approaches and the next performance
evaluation looms near, we can expect to see another increase in the employee’s performance.
This characteristic pause after reinforcement on a fixed interval schedule has been seen in

) SHHE rats (Innis, 1979) as well as humans (Shimoff, Catania, & Matthews, 1981; see Figure 5.12¢).

of reinforcement in which the person or . . . . . . .
animal is rewarded for the first desired One way to avoid this pause in the behavior immediately after reinforcement is to make the
response in an xth interval of time interval variable. Similar to what we saw in the variable ratio schedule, in a variable interval
schedule, the length of the interval varies. What if our employee from the previous example
_ e did not know when to expect her next evaluation? What if she could be evaluated during any

a schedule of reinforcement in which . .

the person or animal is rewarded for the month of the year? Under these circumstances, her only choice would be to always perform
first desired response in an average xth well-—assuming, of course, that she wanted to do well on her evaluation. As you can see from
interval of time Figure 5.12d, variable interval schedules produce steady rates of responding in rats. Another

fixed interval schedule aschedule

variable interval schedule
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benefit of variable interval schedules 1s that they produce behaviors that are more resistant to
extinction than those produced with fixed interval schedules.

In summary, when it comes to the effects that these different schedules have on operant
conditioning:

1. Continuous reinforcement leads to high rates of responding but the quickest extinction.
2. Ratio schedules lead to higher rates of responding than do interval schedules.
5. Variable schedules lead to behaviors that are the most resistant to extinction.

Discrimination and Generalization

Just as classically conditioned responses undergo discrimination and generalization, so do
operantly conditioned responses. By learning to discriminate and generalize appropriately,
we learn to maximize the number of reinforcements and limit the number of punishments
we recelve 1n life.

Discrimination

In operant conditioning, discrimination occurs when the person or animal learns to distin-
guish among similar stimulus situations and to offer a particular response only in those spe-
cific situations in which reinforcement will be forthcoming. Discrimination occurs regularly
in our lives. For instance, when students learn that they will be rewarded for sitting quietly
and attentively during a teacher’s lecture, the reward may be the teacher’s favor or being able
to hear the lecture and learn from it. In this situation, sitting quietly is the “right” thing to do
in that it will lead to reinforcement. But will being quiet always elicit reinforcement in the
classroom? Of course not. When the teacher asks a student a question, remaining quiet and
refusing to speak will not lead to reinforcement. In fact, silence could even lead to punish-
ment if the teacher becomes frustrated with the student. Therefore, the student must learn to
discriminate between situations in which remaining silent will and will not lead to reinforce-
ment. As you can see, not only does the ability to discriminate lead us to reward, it can also
keep us out of trouble.

Generalization

Equally important 1s our ability to generalize our operant responses. Generalization occurs
when the same operant behavior 1s emitted in response to different but similar stimuli. Let’s
say that you study very hard for your next psychology exam. You do your reading on time.
You attend all lectures and take good notes. You study your psychology materials for at least
30 minutes each day, and you begin to study for the exam several days in advance. As a result
of these good study habits, you earn an A on the exam. Receiving this A is a big reinforce-
ment for your study habits. Given the success of your study methods in psychology, do you
think that you might try these methods in your other courses? If so, your study behavior will
generalize to your other courses. In this example, generalization 1s a good thing because it
leads to greater success in all your courses.

In the previous examples, discrimination and generalization led to positive outcomes.
Unfortunately, this 1s not always the case. One example of the negative aspects of discrimi-
nation and generalization is found in prejudice and discrimination against certain groups of
people. In prejudice, one’s negative feelings about a few members of a group generalize to
most or all members of that group. Similarly, one learns to treat members of some groups in
a kind manner and to treat all or most members of a disliked group in an unkind manner,
thus discriminating against them. Here what we commonly refer to as discrimination in the
social sense 1s also an example of what psychologists refer to as discrimination in learning.
We will explore the downside of discrimination and generalization in Chapter 11 when we
look at social psychology and the development of prejudices such as racism and gender bias.

Decisions That Must Be Made When Using Operant Conditioning

If used correctly, operant conditioning can be very effective in modifying behavior in both
people and animals. However, the use of operant conditioning as a parental tool provides a

Copyright 2011 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



204 CHAPTERS5 -«

us L | > UR

N

e

oz

The pain of spanking Fear

NS —# —# US —& —» UR

I/ -—\
Parent  The pain of spanking Fear
CS - - CR

Parent Fear

[FIGURE 514 I

® (Classical Conditioning of Fear
During a Spanking Even though a
parent may only intend to use operant
conditioning when spanking a child, it is
possible that the child may also experi-
ence classical conditioning. Because the
parent is delivering the punishment,
the parent can become a conditioned
stimulus that elicits fear in the child.
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nice backdrop for discussing some of the choices one must make before implementing an
operant conditioning program of behavior modification with any person or animal.

One of the first decisions that has to be made when using operant conditioning to change
behavior is which type of consequence to use. Recall from Figure 5.9 (p. 194) that there are
two basic types of consequences that follow behavior—reinforcement and punishment.
When designing an operant conditioning program of behavior modification, one must first
decide whether to punish or reinforce the behavior. Sometimes this choice will be a very clear
one, but often it will not be.

Punishment or Reinforcement?

At times, a parent will have a choice either to reinforce a child’s good behavior or to punish the
child’s bad behavior. For example, suppose your child 1s not studying. You can punish the
child for not studying, or you can reward the child for studying. Which of these methods do
you think will be more successful and safer (that is, causes fewer negative reactions)? If you
guessed that reinforcement is the safer, more effective route, you guessed correctly. In fact,
one of the most effective ways of controlling children’s behavior is to show them how you
want them to respond and then reward them for behaving that way (Kochanska, 1997; Zahn-
Waxler & Robinson, 1995). So what makes punishment riskier and less effective?

Punishment doesn’t teach the correct behavior in a given situation. Think about it for a mo-
ment. Let’s say you hear your daughter getting frustrated with the family dog and cuss-
ing at the dog. As a result, you immediately yell at her. What have you taught her? You
have taught her not to use whatever cuss word she uttered at the dog. What you have not
taught her, however, 1s how she should have responded in this situation. The next time she
1s frustrated with the dog, she will not know how to express her frustration appropriately.
Because punishment does not teach the correct response, any use of punishment should
include a discussion of appropriate behavior and reinforcement of that behavior (G. Mar-
tin & Pear, 1983).

Harsh punishment, especially physical punishment, teaches aggressive behavior. Harsh pun-
ishment provides an aggressive model for the child. When a parent physically punishes
a child, the parent is teaching the child two things: first, that the child’s behavior has had
aversive consequences; and second, that being aggressive 1s a powerful means of control-
ling other people’s behavior. In later sections of this chapter, we will see that children often
imitate the behavior of others (Bandura, 1977). Therefore, while harsh punishment may
stop an unwanted behavior, it may also teach the child to be aggressive. The next time the
child feels frustrated or upset with another person, he or she may try using aggression to
express those feelings. This is rarely the goal most parents have in mind.

Harsh punishment is often ineffective at producing behavior change (Gershoff, 2002). When
punished, children often stop engaging in the undesired behavior, but only for as long as
their parents are around. When the parents are out of sight—and the threat of immediate
punishment is gone—the undesired behavior returns. Because the goal is usually to ensure
that the child behaves even when the parents are not around, punishment is not always
effective.

Harsh punishment often leads to negative emotional reactions (Gershoff, 2002; Skinner,
1953). These negative reactions include anger, fear, and anxiety. If a child experiences fear
and anxiety when a parent punishes him, he may come to fear the parent. Just as Little
Albert came to associate the white rat with loud, frightening noises, a child can come to
assoclate a parent with pain and humiliation. Through classical conditioning, the parent
can become a conditioned stimulus that evokes negative emotions in the child, and this
conditioned fear can lead the child to want to avoid the parent (® FIGURE 5.14).

Harsh punishment, in particular, is less effective than reinforcement. If you do choose
to use punishment on your children, how can you ensure its effectiveness? Before we
begin, let us first state that physical punishment or spanking should be avoided. Years of
research have shown us that children who experience physical punishment are more likely
to be aggressive and experience lower levels of mental health than children who are not hit
(Gershoff, 2002). Similarly, parents who use physical punishment have been shown to be
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® Austria, Bulgaria, Croatia, Cyprus, Denmark, Finland, Germany, Greece, Hungary, Iceland, Latvia, Netherlands, Norway, Portugal, Romania, Spain, Sweden,
and Ukraine have all banned physical punishment of children (Council of Europe, 2008). This doesn’t mean that these governments advocate not disciplining
children. There are many effective alternatives to physical punishment that can be used to discipline children.

Timeout: The child is sent to sit in a quiet place. Devon, 5 years old, is sent to sit in the laundry room for 5 minutes after
hitting his sister. There are no toys, friends, or other reinforcements
present.

Restitution: The child has to give up something. Sabina broke her sister’s toy on purpose. Now Sabina has to give one of

her own toys to her sister.

Fines: The child has to pay a fine. Every time a family member uses inappropriate language, he or she has

to put 50 cents in the “swear jar.”

Loss of privileges: The child loses a privilege. Giorgio lost his cell phone privileges for 2 weeks for breaking curfew and

talking back to his parents.

Empathy training: Teach the child to empathize with others. If the child ~ Suzy intentionally breaks Jimmy’s toy. To teach her empathy, Suzy’s

hurts another, she is encouraged to imagine what that person might mother asks her to think about how she felt when Bobby broke her toy
have felt as a result of being hurt. The ability to empathize reduces the last week. Then Suzy is asked to think about whether Jimmy might be
motivation to hurt others. feeling the same way now that Suzy broke his toy. This should make Suzy

feel bad about having hurt Jimmy.

Differential reinforcement of incompatible responses (DRI): The child Marya'’s parents reward her for being quiet in church as opposed to pun-
is rewarded for engaging in a desirable behavior that cannot be emitted  ishing her for being loud in church.

at the same time as the undesirable behavior.

more hostile and to have higher levels of conflict in their marriages (Kanoy, Ulku-Steiner,
Cox, & Burchinal, 2003).

There are a number of alternatives to physical punishment, many of which are listed in
® TaBLE 5.3. If used properly, these techniques will most likely prove effective. Here are a few
tips for making punishments like the ones in Table 5.3 more effective in general:

1. Tell the child what the appropriate behavior is, and then reinforce it.

2. Minimize situations that tempt the child to engage in bad behavior.

5. Use a punishment that really is punishing. If the child does not find the punishment aver-
sive, it will fail to decrease the behavior.

4. Punishment must occur immediately after the bad behavior occurs.

5. Punishment must occur each and every time that the bad behavior occurs. Otherwise, the
bad behavior is partially reinforced when the child escapes the punishment.

6. Remain calm while you are punishing a child. This will help ensure that you do not abuse
the child.

As you can see, punishment, especially physical punishment, 1s riddled with possible
dangers. These potential dangers have motivated the Council of Europe to launch a cam-
paign to end corporal punishment of children in Europe. As of 2008, 18 of the 47 member
states of the Council of Europe had legislatively banned corporal punishment and 7 more
had committed to instituting bans in the near future (Council of Europe, 2008). When you
have a choice, it is much safer and often more effective to use reinforcement of good behavior
to control behavior. However, there are things to consider if you want to be sure your program
of reinforcement has the desired effect on the behavior you are trying to change.

Choosing a Reinforcer That Is Reinforcing

It may seem like a trivial issue, but the first consideration in developing a program of rein-
forcement is to choose a reinforcer that 1s actually reinforcing for the person you are trying to
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condition. If the reinforcer is not something the person likes or values, it will not work. For
example, if your significant other cleans the whole house, and you reward him by cooking
a meal that he does not like, then he will not be more likely to clean the house again. Your
attempt at operant conditioning will have failed.

On the surface, 1t may seem that choosing reinforcers that are reinforcing is a simple 1ssue,
but there are situations in which this task 1s not so simple, such as when you are trying to
modify the behavior of people who are challenged by mental illnesses. One of the authors
once tried to reinforce a man with mental illness by giving him some new clothes. To her dis-
may, he promptly traded these clothes to a fellow patient for a single pack of cigarettes! Obvi-
ously, cigarettes were more reinforcing for him than clothes. The author made this mistake
because she was thinking about what would reinforce her—not what would be reinforcing
for him. As a result, her program of reinforcement was not very effective. When choosing a
reinforcer, you must break out of your own way of thinking to consider what the other person
1s likely to find reinforcing.

Primary and Secondary Reinforcers

Reinforcers can be categorized as either primary or secondary reinforcers. A primary rein-
forcer 1s one that 1s directly reinforcing. Examples of primary reinforcers are food, water, a
warm bed, and sexual pleasure. These reinforcers are primary because they are pleasurable in
and of themselves. If you are hungry, then food will reinforce you by removing your hunger.
In contrast, secondary reinforcers are rewarding only because they lead to primary rein-
forcers. A wonderful example of a secondary reinforcer in Western society is money. By itself,
a dollar bill is not reinforcing. What makes a dollar reinforcing 1s what you can buy with it-—
food, water, shelter, and other primary reinforcers. When you get right down to it, you don’t
go to work for money per se. You go to work to ensure that you will be able to purchase an
adequate supply of primary reinforcers.
One method of secondary reinforcement is to use a token economy (see Chapter 15 also).
A token economy reinforces desired behavior with a token of some sort (e.g., a poker chip
or a gold star) that can later be cashed in for primary reinforcers (see G. Martin, England,
Kaprowy, Kilgour, & Pilek, 1968). Token economies are often used to control the behavior
of groups of people such as schoolchildren (Salend, 2001), children receiving treatment for
intellectual disabilities and autism (Matson & Boisjoli, 2009), or prisoners. Token economies
can also be used in the context of a family (Kazdin, 1977).
To set up a token economy, the first step 1s to draw up a list of desired and undesired
behaviors that you will try to control. The next step s to decide how many tokens to give (or
take away) for each of the behaviors, and develop some sort of recordkeeping system to keep
track of each participant’s tokens. One recordkeeping approach is to draw a chart like the one
shown in ® FIGURE 5.15 and hang it on the wall in a prominent place.
There are two main advantages to using token economies. One is that a token economy is
effective when trying to simultaneously modify a number of behaviors in a group of people.
For example, a token economy can be used with an entire class, which 1s easier than trying to
develop an individual operant conditioning program for each student.
The second major advantage 1s that token economies allow for immediate reinforcement
with a token, even when it 1s not practical to immediately present the primary reinforcer.
For example, 1t’s disruptive for a teacher to stop the class to give a child a toy as a reinforcer.
However, the teacher can immediately hand the child a token that can be used at week’s end
to purchase a toy. The use of tokens helps to bridge the gap between the behavior and the
eventual primary reinforcement of the behavior.
primary reinforcer a reinforcer that is A potential problem with token economies is that the behavior is often reinforced continu-
reinforcing in and of itself ously. As we saw 1n previous sections, continuous reinforcement can lead to behavior that 1s
secondary reinforcer a reinforcer vulnerable to extipction. Itis possiblg that a token economy may lessen a person’s desire to
that s reinforcing only because it leads engage 1n a behavior when the behavior is not likely to lead to a token or some other reward.
to a primary reinforcer This potential problem may be outweighed, however, by the usefulness of the token econ-

omy 1n controlling the immediate behavior of the people in the program. For instance, in a
conditioning in which participants are pr%son you may be mor‘e‘wo‘rried about controvlling the immgdiate, day-to-day behavior gf the
reinforced with tokens that can later be prison population. Facilitating the future motivation of the inmates to behave in a particular
cashed in for primary reinforcers way once they are out of the token economy 1s likely to be of less concern.

token economy a system of operant
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Mrs. Duncan's Class [Ficure 515 NN

® A Sample Point System From
a Token Economy

Paying [On time for | Homework | B or better | Talking in | Fighting, Calling

attention class, completely | on daily class, -10 tokens people
in class, | +3 tokens done, quiz, -5 tokens names
Participants RN G)ICHES +7 tokens | +10 tokens —10 tokens

Token values

25 tokens = 1 sticker, eraser, or pencil
50 tokens = 1 small toy
75 tokens = 1 medium-size toy
100 tokens = 1 coupon for free pizza
125 tokens = 1 DVD

The Role of Cognition in Learning

So far in this chapter, we have discussed three major types of learning—habituation, classical
conditioning, and operant conditioning—which have some important things in common.
One common feature 1s that all these types of learning require that the person or animal
do something before learning can occur. In habituation, the person or animal must emit an
orlenting reflex. In classical conditioning, the person or animal must have an unconditioned
response. In operant conditioning, the person or animal must first engage in some random
behavior that 1s either reinforced or punished.

Another common feature of these learning theories is that they do not emphasize the
role that mental or cognitive processes play in learning. Researchers such as Ivan Pavloy,
John B. Watson, E. L. Thorndike, and B. F. Skinner did not discuss thoughts and feelings
and how these may affect the learning process. B. I. Skinner, in particular, argued that psy-
chology should not seek to study the cognitive aspects of behavior because he believed that
these things could not be studied scientifically and objectively. Skinner did not deny that
humans and animals had thoughts and feelings; he simply held that they could not be stud-
ied adequately. Therefore, Skinner subscribed to a type of psychology called behaviorism (see
Chapter 1), which states that the only aspect of living things that can and should be studied
scientifically is behavior. Thus, Skinner tried to explain behavior without discussing cognitive
or mental processes (Skinner, 1953).

Because strict behaviorism totally ignores the influence of cognitive processes, it does not
explain some of the learning we see 1n the real world, or in the lab. In the early 1900s, some
researchers, including Wolfgang Kohler, became aware that cognitive processes must play
a role in learning. Kohler observed that chimpanzees did not always attempt to solve prob-
lems 1n a trial-and-error fashion as predicted by the law of effect. Rather, they often seemed
to study a problem for a long time as if formulating a mental plan—Dbefore attempting to
solve 1t. In one experiment, Kohler placed a banana just out of reach on the outside of a
chimpanzee’s cage, and he placed a stick inside the cage. The law of effect would predict that
the chimpanzee would try many random behaviors—Ilike shaking the bars and jumping up
and down—before picking up the stick and using it to reach the banana. But this is not what
Kohler observed. Instead, the chimpanzee studied the situation and then appeared to sud-
denly come up with the soluti’on. After this.ﬂash of insight into how to splve 1ts dilgmma, the ;. o ght 2 new way of looking at
chimpanzee picked up the stick and used it to scoot the banana to a point where it could be 5 oplem that leads to a sudden
reached (Kohler, 1925). understanding of how to solve it
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Kohler’s work shows that learning can be a purely cognitive task. The chim-
panzee did not have to wait for the consequences of its behavior to rule out
behavioral strategies that would not accomplish the goal of obtaining the banana.
Rather, the chimpanzee appeared to reason its way to a solution before acting.

In the 1930s, Edward Tolman found additional support for the idea that cog-
nition plays a role in learning. Tolman discovered that rats would learn to run
through a maze even when they were not rewarded for doing so (Tolman & Hon-
zik, 1930). In Tolman’s experiment, one group of rats was allowed to wander
through the maze, and they were rewarded with food if they found their way
to the end of the maze. Another group of rats was also allowed to explore the
maze, but they were not rewarded even if they found their way to the end. As you
might expect, after 10 days of training in the maze, the group that was rewarded
could run through the maze more quickly than the unrewarded group could.

.. On the 11th day, Tolman began to give rats in both groups a reward at the end of
the maze. After just a few rewarded trials, the previously unrewarded rats could
run through the maze just as fast as the rats that had been rewarded all along.
Thus rapid learning in the previously unrewarded rats indicates that these rats
had been learning even when they were not being rewarded.

Tolman'’s findings cannot be explained by operant conditioning alone
because learning occurred without reinforcement. Tolman interpreted his
Wolfgang Kéhler found that chimpan- results as being evidence that the rats had engaged in latent learning, or learning that can-
zees, like this one, can acquire insight not be directly observed through behavior. He proposed that while the unrewarded rats were
wandering through the maze, they were developing a cognitive map, or mental representa-
tion of the maze in their heads. Once the reward was presented, they used this map to help
them get to the reward more quickly.

Although Tolman’s experiments pointed to cognitive processes at work during learning,
many psychologists ignored the impact of cognition on learning because of behaviorism’s
dominance in psychology at the time. It was not until the 1960s that learning researchers
really began to look at the role of cognition in learning and behavior.

© Penny Tweedie/Alam

into how to solve problems by watching
and studying situations before acting.
This type of problem solving suggests
that cognitive processes can play an
important role in learning.

Let's
REVIEW n this section, we have given you a quick overview of some of the important
issues in operant conditioning, including the law of effect, the factors that affect operant con-
ditioning, the differences between operant conditioning and classical conditioning, and B. F.
Skinner’s contributions to operant conditioning. For a quick check of your understanding, try
answering the following questions at increasing levels of difficulty.

1. Which of the following schedules of reinforcement is associated with the quickest extinction

rates?
a. fixed ratio c. variable ratio
b. variable interval d. continuous

2. Inoperant conditioning, which two things are being associated?

a. aCSandaUsS ¢. abehavior and a consequence
b. anNSandaCR d. an environmental situation
and a consequence

3. Which of the following is an example of negative reinforcement?

a. receiving an allowance for doing your chores
b. taking a drug to avoid painful withdrawal symptoms

i c. taking away your child’s TV because she is making poor grades in school
latent learning leaming that
cannot be directly observed in a

person’s or animal’s behavior

d. receiving a fine for speeding on the highway

cognitive map amental C q°€D°CP L SYIMSNY )
representation of the environment
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OBJECTIVES
OBSERVATIONAL LEARNING OR VIODELING: What Should You Kaow?
CaN WE LEARN BY WATCHING OTHERS? 5 BT B el

doll experiments.

As we saw 1n the previous discussion, learning can occur without reinforcement, but even
Tolman’s unrewarded rats had at least engaged in the behavior of moving through the maze.
Does all learning require that we actually engage in the behavior? As it turns out, we can
learn by simply observing the behaviors of others. In this type of learning, called observational
learning, we observe others and imitate, or model, their behavior. For that reason, observational
learning is sometimes referred to as modeling. Our opening story of Michael Gates Gill provides
a good example of observational learning in action. Crystal was a very important mentor and
role model for Mike in his new life. Many times, he witnessed Crystal treating all people, even
difficult people, with respect and value. Mike learned to model this attitude of respect. Mike
also learned to model Crystal’'s work ethic. Whether she was cleaning a bathroom floor or mak-
ing a cappuccino, she did everything to the best of her ability—a trait that Mike adopted as well.

As you read the following sections, keep in mind that observational learning departs from
the behaviorism that Skinner so forcefully advocated on two major points. First, it acknowl-
edges that learning can occur without an overt change in behavior; second, it takes into
account the role of cognition in the learning process.

® Describe observational learning.

® Describe the role that cognition
plays in observational learning.

Albert Bandura and the Bobo Doll Experiments

In the 1960s, psychologist Albert Bandura (b. 1925) conducted several experiments on obser-
vational learning, now considered classic psychological experiments, that contributed to his
development of social learning theory. Collectively, these experiments are referred to as the
Bobo doll experiments because the experimental procedure utilized a blow-up plastic “Bobo”
doll, a popular children’s toy.

In the Bobo doll experiments, children watched films in which a woman beat up the Bobo
doll. She hit him with a mallet, sat on him, threw him in the air, and so on (Bandura, Ross, &
Ross, 1961). After the children viewed the films, Bandura and his colleagues placed them in
a room alone with the Bobo doll and observed their behavior without their knowledge. If the
children imitated the characteristic behaviors of the model, then Bandura knew that learning
had occurred (® FIGURE 5.16).

In one of the Bobo doll experiments (Bandura, 1965), three groups of children watched

three different ﬁlms.. In the reward ﬁl.n? condition, the rpodel was rewz'jtrded after beatingup  gpservational learning leaming
on Bobo. In the punishment film condition, she was punished after beating up on Bobo. In the through observation and imitation of
no consequences film condition, nothing happened to the model after she beat up on Bobo. others'behavior

[FI1GURE 516 I

® Bandura’s Bobo Doll Experiments
These photos, taken from the Bobo doll
experiments, clearly show the children
(panel B) modeling what they saw the
model (panel A) doing to Bobo.

©Albert Bandura
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After viewing one of these films, the children were observed with Bobo, and their aggres-
sive behaviors were recorded. As you might expect, the children who had seen the model
rewarded for beating up Bobo were most likely to beat up on him themselves. However, an
unexpected finding of the study was that the children who had seen the no consequences film
were equally likely to beat up on Bobo. This means that seeing someone merely get away
with aggressive behavior is just as likely to lead to modeling as seeing aggression rewarded.
The only thing that deterred the children’s aggression toward Bobo was having seen the film
in which the model was punished for treating Bobo badly. Only these children were more
hesitant to beat up on Bobo when they were left alone with him in the observation room.

By leaving the children alone with Bobo and recording their aggressive behavior, Bandura
was able to assess how willing the children were to beat up on Bobo as a function of the con-
sequences they expected would follow such aggression. But what about what they learned
about how to be aggressive toward Bobo? Is it possible that some of the children who did not
beat up Bobo had still learned how to beat up Bobo? To test the children’s level of learning,
Bandura (1965) asked the children to show him exactly what they had seen in the films. Here,
the children were free to model the behavior without fear of any type of punishment. Under
these conditions, Bandura found that there were no significant differences across the three
groups. All of the groups exhibited equal levels of learning when it came to knowing how the
model had beat up Bobo.

The Bobo doll experiments show us two things. First, you don'’t have to engage in a behav-
1or or experience reinforcement for learning to occur. Second, just as Tolman discovered with
his rats in the mazes, learning can be latent. The children who viewed the punishment film had
learned how to beat up Bobo, but they were reluctant to beat him up because they feared there
would be negative consequences for them if they did. We hope that the Bobo doll experiments
make you think about the potential impact that violent movies, video games, and television may
have on the children who view them because some very recent research seems to underscore
the notion that kids do not merely watch TV-—rather, they learn from TV,

Researchers Donna Mumme and Anne Fernald (2003) have found that children as young
as 12 months pay attention to how a televised model reacts to certain stimuli, and they model
their own reaction to the stimulus after the model’s reaction. In this study, 12-month-old infants
watched a televised actress interacting with certain toys. The actress responded either positively,
neutrally, or negatively to certain toys. Later, the infants were allowed to play with the same toys.
The results showed that the infants were most likely to react favorably to the toys that the actress
had either been neutral about or liked. Conversely, the infants were less likely to want to play
with the toys to which the actress had reacted negatively. It seems that the infants disliked these
toys simply because they had seen the actress reacting negatively toward them. Thus, the obser-
vational learning that occurs when watching TV may have the power to influence the attitudes
that even very young children hold about the objects in their world.

Think about the impact that this process may have on learning stereotypes and prejudices.
If a child is subjected to models (in real life or on TV) who react negatively to specific groups
of people, could this lead to modeling in which the child comes to react negatively to certain
types of people simply because he or she has seen this reaction in others? It seems likely that
it could, and perhaps at a very young age. Later in this text, we will explore the causes of
aggression and prejudice in our discussions of social psychology in Chapter 11. But for now,
let’s take a closer look at this process of observational learning and the variables that affect it.

Observational Learning and Cognition

The role of cognition in observational learning can be clearly seen when you examine the
conditions that are necessary for modeling to occur. According to Bandura (1986), modeling
1s a four-step process.

1. Attention. The observer must first pay attention to the model’s behavior before he or she
can model it. Research shows that children tend to model their behavior after people who
are warm, nurturant, or powerful (Bandura, 1977)—especially when they can directly in-
teract with these models (Nielsen, Simcock, & Jenkins, 2008). For example, a child may
pay attention to the behavior of loving parents, a nurturant teacher, or a popular and seem-
ingly powerful classmate. As we have already seen, another type of model that is particu-
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larly good at grabbing our attention 1s televised models (Bandura, Grusec, & Menlove,
1966). As a result, 1t 1s quite common to see children on the playground modeling the
behavior of their favorite TV cartoon character. As we age and mature, however, we tend
to seek out models that seem similar to us in some way (Bandura, 1986). For example, we
may model our behavior after people of the same sex, ethnicity, or occupation.

2. Retention in memory. The observer must retain a cognitive representation or memory of
the model’s behavior. For children on the playground to model the behavior of TV char-
acters, they must have memories of what they have previously seen on TV.

5. Reproduction of the behavior. The observer must have a mental representation of the be-
havior stored in memory that can be retrieved and used to reproduce the behavior. Of
course, the person must have the physical abilities to actually reproduce the behavior if
modeling is to occur. For instance, a child may remember seeing a cartoon superhero fly-
ing. Although the child may be able to model an approximation of this behavior, he will
not be able to model the behavior precisely.

4. Motivation. After retrieving the memory of the behavior and figuring out how to produce
the behavior, the observer must be motivated to actually execute the behavior. As we saw
in the Bobo doll experiments, the observer may sometimes not want to execute the be-
havior. This 1s especially true if the observer believes that execution of the behavior may
lead to punishment.

Bandura’s work on observational learning brings an additional element to the study of
learning in that it addresses the role of cognition in the learning process. In the next two chap-
ters, we will consider cognitive processes more carefully, looking at how memory works in
Chapter 6 and at the cognitive processes involved in solving problems and making decisions
and judgments in Chapter 7.

What do we learn from watching TV
and playing video games?

Franco Vogt/Photolibrary
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HOW DO WE LEARN?

Let's

REVIEW n this section, we have given you a brief overview of some important aspects
of observational learning, including Bandura’s Bobo doll experiments, the steps involved in
modeling, and the role that cognition plays in observational learning. For a quick check of your
understanding, try answering the following questions at increasing levels of difficulty.

1. The first step in observational learning is

retaining the behavior in memory

. paying attention to the behavior

a.
b. being motivated to execute the behavior
C
d

. reproducing the behavior

2. Observational learning differs from operant conditioning in that )

in observational learning, the person is less aware that learning is taking place

. in observational learning, the person does not have to engage in the response

a.
b. in operant conditioning, the person is less aware that learning is taking place
C
d

. in operant conditioning, the person does not have to engage in the response

3. Tywatchesaviolent TV show, but he has never been seen to model any of the behaviors he has
seen on the show. Which of the following statements is true regarding Ty's learning?

a. Ty has not learned anything from watching the show.

b. Ty has definitely learned something from watching the show.

c. Ty may have learned something from watching the show.
d. At some pointin time, Ty's behavior will definitely change as a result of watching the show.

YEFDBYINE

CHEHRAPTER!
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learning (177)

orienting reflex (178)

habituation (179)

dishabituation (180)

unconditioned stimulus (US)
(182)

unconditioned response
(UR) (182)

neutral stimulus (NS) (182)

conditioned stimulus (CS)
(182)

conditioned response (CR)
(182)

classical conditioning (182)
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contiguity (183)
contingency (184)

stimulus generalization (186)
counterconditioning (187)
stimulus discrimination (188)
taste aversion (189)

aversion therapy (190)
extinction (190)

acquisition (191)
spontaneous recovery (191)
operant conditioning (192)
law of effect (193)
reinforcement (193)

positive reinforcement (193)

negative reinforcement (194)

punishment (194)

positive punishment (195)

negative punishment (195)

operant behavior (196)

Skinner box (197)

extinction burst (199)

shaping (199)

schedule of reinforcement
(200)

continuous reinforcement
(200)

partial reinforcement
schedule (200)

fixed ratio schedule (201)
variable ratio schedule (201)
fixed interval schedule (202)
variable interval schedule
(202)
primary reinforcer (200)
secondary reinforcer (206)
token economy (206)
insight (207)
latent learning (208)
cognitive map (208)
observational learning (209)
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TEST

Now that you have studied the chapter, assess your comprehen-
sion of the material by answering the following questions. Then
use the key at the end to determine if your understandingis at the
basic, intermediate, or advanced level. For a more comprehen-
sive assessment of your learning, please see your student study
guide and your Psychology CourseMate (www.cengagebrain
.com).

1. Learning to re-respond to a stimulus that you have previ-
ously learned to ignore is also known as

a. habituation

b. dishabituation

c. orlenting reflex

d. classical conditioning

2. Wilbur has a crush on his first-grade teacher. Every time
he smells her perfume, he feels happy. Wilbur’s happi-
ness 1s likely the result of which type of learning?

a. habituation
b. classical conditioning
c. operant conditioning
d. observational learning
3. If Pavlov had only sometimes given the dog food after
buzzing the buzzer, this would have most clearly dis-
rupted the of the CS and the US.
a. timing
b. contiguity
c. contingency
d. extinction
4.1In we remove an undesired conditioned

response using classical conditioning.

a. extinction
b. counterconditioning
c. operant conditioning
d. extinction bursts
5. As taste aversion undergoes extinction, might
occur.
a. punishment
b. shaping
C. spontaneous recovery
d. insight
6. Learning is to as 1s to
forgetting.
a. acquisition; extinction
b. extinction; extinction burst
c. shaping; insight
d. insight; shaping

7.

10.

11.

12.

13.

YOURSELF!

Which of the following would lead

to an increase in behavior?

positive reinforcement

negative reinforcement
shaping
all of the above

o oe

Avoiding public speaking because i1t makes you nervous
1s an example of

habituation
classical conditioning
operant conditioning

a0 oe

observational learning

Sadie the dog scratches faster and louder on the back
door when her owner fails to let her out for her walk.
This increased scratching behavior 1s an example of

extinction burst
stimulus generalization
stimulus discrimination

o oe

latent learning

You are a manager who wants to implement an operant
conditioning program to reward employees for coming
to work on time. Which of the following approaches will
likely be most ef